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Abstract

Critical infrastructure and other operational tech-
nology (OT) environments face increasing cyberse-
curity risks from adversarial behavior. This work-
shop presentation provides insight into the develop-
ment of a Bayesian network to enhance the percep-
tion and comprehension of observable cyber-events
caused by malicious activity in OT environments.
The core of the Bayesian network is a process
model that describes the stages of adversary be-
havior. The remainder of the model is based on
the MITRE ATT&CK® for Industrial Control Sys-
tems (ICS) taxonomy, which includes tactics and
techniques that may be used by the adversary. The
observables provide evidence for adversary behav-
ior through the intermediary technique and tactic
nodes. One challenge in constructing this model is
a lack of open-source data from cyber-attacks on
OT systems. This workshop presentation discusses
learning from limited data and the elicitation of
expert opinion to construct the conditional proba-
bility tables when data is scarce. Finally, this work-
shop presentation demonstrates the refinement of
the most difficult conditional probabilities tables
using several forms of sensitivity analyses.

1 INTRODUCTION

Critical infrastructure and other operational technology (OT)
environments face increasing cybersecurity risks from ad-
versarial behavior. The Cybersecurity for the Operational
Technology Environment (CyOTE) program seeks to enable
asset owners and operators (AOOs) to secure their OT envi-
ronments [Office of CESER, 2021]. The cornerstones of the
CyOTE methodology are the perception of observable cyber-
events and the comprehension of these observables in broad
context including people, processes, and technologies. This

cycle of perception and comprehension enables business de-
cisions on whether the observables suggest malicious cyber
activity or a benign reliability failure. A Bayesian network
is one tool that can be used to assist AOOs in the perception
and comprehension of observables.

2 BAYESIAN NETWORK MODEL

This workshop presentation provides insight into the de-
velopment of a Bayesian network to enhance the percep-
tion and comprehension of adversarial cyber-activity in OT
environments. Figure 1 shows a simplified version of the
model. This simplified version is necessary because the
model contains 53 nodes. The core of the Bayesian network
is a process model that describes the stages of adversary be-
havior. The remainder of the model is based on the MITRE
ATT&CK® for ICS taxonomy, which includes tactics and
techniques [The MITRE Corporation, 2022]. Tactics are
objectives that an adversary may seek to accomplish, and
techniques are the means by which a tactic is achieved. Tac-
tics may be connected to one, two, or all three phases of
adversary behavior as discussed below. The observables
provide evidence for adversary behavior through the inter-
mediary technique and tactic nodes.

In the Early Phase, the adversary obtains limited privileges
and access to the network, and has partial visibility of the
network with a basic user presence. In the Middle Phase,
the adversary attempts to escalate privilege and access to
the network and expand visibility of the network with ca-
pabilities common to power users. In the Late Phase, the
adversary often obtains elevated privileges on the network
and is able to cause an impact to the asset. This model
was constructed with separate nodes for early, middle, and
late behavior because these behaviors are not mutually ex-
clusive. Three states characterize each phase of adversary
behavior: (1) “None” corresponds to no adversary activity
in that phase, (2) “Ongoing” corresponds to active adversary
activity in that phase, and (3) “Complete” corresponds to
completed adversary activity in that phase.
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Figure 1: The structure of the Bayesian network.

3 REFINING THE MODEL

One challenge in constructing this model is a lack of open-
source data from cyber-attacks on OT systems. This work-
shop presentation discusses the elicitation of expert opinion
to construct the conditional probability tables (CPTs) when
data is scarce. A panel of cybersecurity and ICS experts
were interviewed to define the CPTs relating techniques to
observables. The experts were asked to characterize the fre-
quency of each observable during the normal operation of
the OT system and the probability of the observable given an
adversary’s use of the corresponding technique. The CPTs
were then assigned from a predefined set of tables corre-
sponding to the appropriate expert assessment.

Limited data can be leveraged for the definition of the
CPTs relating tactics to techniques. This data comes from
high-profile historical case studies of cyber-attacks on OT
systems. Each technique was assigned a prior distribution,
which was then updated based on the frequency with which
the technique appeared over the set of case studies.

Finally, this workshop presentation demonstrates the refine-
ment of the most difficult CPTs using coherence judgments
based on several forms of sensitivity analyses. The CPTs
relating adversary behavior to tactics were first estimated
based on a survey of cybersecurity and ICS experts that
assessed the frequency of each tactic in each behavior phase.
Those CPTs were then adjusted after several sensitivity anal-
yses, the most significant of which was examining the effect
of evidence in the adversary behavior nodes on the tactic
nodes (i.e., p(Tactic = Complete|Phase = Complete)).

4 EKANS CASE STUDY

This model was applied to a case study of the EKANS ran-
somware in an OT environment. In the summer of 2020,
three victim organizations in the manufacturing sector expe-
rienced interruptions to operations and loss of revenue due
to the EKANS ransomware targeting OT-specific applica-
tion services. The results presented in this case study are

ID Technique
T0886 Remote Services
T0859 Valid Accounts
T0849 Masquerading
T0840 Network Connection Enumeration
T0881 Service Stop
T0809 Data Destruction
T0826 Loss of Availability
T0828 Loss of Productivity & Revenue

Table 1: The techniques used in the EKANS ransomware
attack.

based upon open-source reporting about Honda’s experience
of the EKANS ransomware Office of CESER [2022].

Table 1 lists the MITRE ATT&CK® for ICS techniques used
by the adversary. The adversary gained initial access to the
victim’s network using the Remote Services technique, then
achieved persistence with the Valid Accounts technique,
evaded detection using the Masquerading technique, and
conducted discovery using the Network Connection Enu-
meration technique. The triggering event (anomalous event
that prompted investigation by the victim) was the Service
Stop technique, which stopped systems including data histo-
rians and human machine interfaces. This caused the Loss of
Availability and Loss of Productivity and Revenue impacts.

A total 21 observables were identified, with 15 observables
reported for the precursor techniques, and six observables re-
ported for the triggering event and all subsequent techniques.
The results show the probability of ongoing adversary behav-
ior in each of the three phases as the reported observables
were perceived. Figure 2 shows an example for the Late
Phase of adversary behavior. 150 days before the triggering
event (D-150), observables provide limited evidence for ad-
versarial activity in the Late Phase. Little further evidence
is obtained until the triggering event at D-0.

The model also demonstrates opportunities for improved
comprehension in cases where the observables did not pro-
vide strong evidence for the adversary’s use of a technique.
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Figure 2: The probability of adversary behavior in the late
attack phase given the perception of EKANS observables.

Figure 3: The comprehension of the Valid Accounts tech-
nique given the perception of observables.

In these cases, several potential artifacts of the technique
were identified which, if collected, could have resulted in
improved comprehension of the technique. Figure 3 shows
the comprehension of the Valid Accounts technique given
the cumulative perception of observables. Descriptions of
the observables and artifacts can be found in Table 2. Ob-
servables O-1, O-2, and O-3 only provide enough evidence
to conclude that there is a roughly even chance of the tech-
nique, but artifacts A-1 and A-2 provide enough evidence
to conclude that the use of the technique is almost certain.
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