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Introduction and Background



Motivation3

Many practical science/engineering problems 
are multiscale in both space and time



• Hybridized finite element (HFE) methods introduce 
additional unknowns along subdomain boundaries

• Subdomains interact solely through these unknowns

• Enables different discretizations, physics, numerical 
methods

• Can be interpreted as variational multiscale methods

Hybridized finite 
element methods 
are well-suited for 
multiscale 
simulation
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Interest in 
alternative time 
integration 
schemes to bolster 
applicability of 
HFE methods

• Most HFE schemes are implicit

• Recent interest in explicit and implicit/explicit (IMEX) 
methods
• E.g., Kronbichler (2015), Stanglmeier (2016), Samii (2019)

• Alternative time integration strategies could make HFE 
more attractive

• HFE framework offers flexibility (spatially and 
temporally)
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Synchronous and Asynchronous 
Time Integrators



Concurrent 
multiscale 
framework leads 
to ”macro-micro-
macro” map

𝜕𝑢$
𝜕𝑡

= 𝐹$ 𝑢$, 𝑢%
𝜕𝑢%
𝜕𝑡 = 𝐹% 𝑢$, 𝑢%

𝜕𝑢$
𝜕𝑡

= 𝐹$ 𝑢$, ℎ 𝑢$



MrHyDE Provides a General Framework for Concurrent 
Multiscale Methods

Macro-scale Model

Micro-scale Model

Coarse data
from macro

model

Upscaled data
from micro

model
Multiscale
DtN Map

Dirichlet Neumann/flux



HFE methods 
produce coupled 
multiscale 
systems

𝜕𝑢
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𝜕𝑢&
𝜕𝑡

+ ∇ ⋅ 𝐹 𝑢& = 𝐺 𝑢& , 𝑖𝑛 Ω&×(0, 𝑇]

𝑢& = 𝜆, 𝑜𝑛 𝜕Ω&×(0, 𝑇]

𝐹𝑙𝑢𝑥& 𝜆, 𝑢& ⋅ 𝑛& = 𝐹𝑙𝑢𝑥* 𝜆, 𝑢* ⋅ 𝑛*,
𝑜𝑛 𝜕Ω& ∩ 𝜕Ω*×(0, 𝑇]
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Partitioning

Skeleton

1)

2)



𝜕𝑢$
𝜕𝑡

= 𝐹$ 𝑢$, 𝑢%
𝜕𝑢%
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= 𝐹% 𝑢$, 𝑢%

𝜕𝑢$
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𝜕𝜆
𝜕𝑡
= 𝐹$ 𝜆, 𝑢&

𝜕𝑢&
𝜕𝑡

= 𝐹% 𝜆, 𝑢&

𝜕𝜆
𝜕𝑡
= 𝐹$ 𝜆, ℎ 𝜆

Follows multiscale framework, operators not all directly 
accessible
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𝜕𝑢&
𝜕𝑡

+ ∇ ⋅ 𝐹 𝑢& = 𝐺 𝑢& , 𝑖𝑛 Ω&×(0, 𝑇]

𝑢& = 𝜆, 𝑜𝑛 𝜕Ω&×(0, 𝑇]

Operator not explicitly known.
Occurs under-the-hood when enforcing 

flux continuity

𝐹𝑙𝑢𝑥& 𝜆, 𝑢& ⋅ 𝑛& = 𝐹𝑙𝑢𝑥* 𝜆, 𝑢* ⋅ 𝑛*



Order matters…

Time discretizing 
then hybridizing
leads to 
synchronous time 
stepping

• Time scheme shared by coarsescale and finescale

• Appropriate if timescales are also shared

• Simple to implement

• Clear how to get higher order accuracy

• Global solve required every (sub)stage
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Synchronous time advancement14
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Order matters…

Hybridizing then 
time discretizing 
leads to 
asynchronous time 
stepping

• Allows for multirate timestepping

• If appropriate, reduces # of global solves

• Overall order limited by coarsescale

• Coarsescale variable needs to be interpolated

• Nuanced implementation
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Automatic differentiation for multiscale methods

• MrHyDE only evaluates residuals, obtains Jacobians through automatic 
differentiation and forward sensitivity

• Easy to add and couple new physics modules

• Explicit form of “macro-micro-macro” map not necessary

• Much more accurate and efficient than finite difference

• Sensitivity needs to be propagated through microscale model

• More difficult in asynchronous transient case
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Numerical Results



Asynchronous 
Backward Euler 
with finescale
substepping more 
accurate
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Consider a simple model for heat transport

and choose source term, boundary and initial conditions so that,

Notes:

Used a hybridized IPDG method. 

Spatial disc.: PW linear, 32^2

BWE time stepping 

@u

@t
�r · (Kru) = f(x, t),

<latexit sha1_base64="WzQvAeWfblxE3Zwm5aV5EcmlbEY=">AAACO3icbVBNSxxBFOzRxOgYdTVHL00WYYV1mRGDXgTBS8CLCVkVtoflTW+PNtvTM3S/EZdh/pcX/4S3XHLxoIjX3NOzbvCzoKGoeo+uV3GupMUg+O1NTX/4OPNpds6f/7ywuNRYXjmyWWG46PJMZeYkBiuU1KKLEpU4yY2ANFbiOB7u1/7xuTBWZvoXjnIRpXCqZSI5oJP6jZ+s57PEAC9ZDgYlKFpUTxwrukGZhlgBZXyQIW2xFPAsjsuD6r9RrNNdmrQu2rje9lnUbzSDTjAGfUvCCWmSCQ77jWs2yHiRCo1cgbW9MMgxKusIXInKZ4UVOfAhnIqeoxpSYaNyfHtF15wyoElm3NNIx+rzjRJSa0dp7Cbr4Pa1V4vveb0Ck52olDovUGj++FFSuEoyWhdJB9IIjmrkCHAjXVbKz8A1ia5u35UQvj75LTna7IRbnW8/Npt77Ukds2SVfCUtEpJtske+k0PSJZxckj/kltx5V96Nd+89PI5OeZOdL+QFvL//AL49q+g=</latexit>

u(x, t) = (sin(⇡t) + cos(20⇡t)) sin(⇡x) sin(⇡y).

<latexit sha1_base64="SKRtsbliWq9ib87aU4xybDdbH1o=">AAACkXicbVFda9swFJW9r87bumx93ItYCDgsC3Zo6fbQEbaXQV86WNpCZIKsyImoLBnpajQY/5/+nr7t30xOXda1uyB0dM69V9K5eSWFhST5HYSPHj95+mznefTi5avd1703b0+tdobxGdNSm/OcWi6F4jMQIPl5ZTgtc8nP8otvrX72ixsrtPoJm4pnJV0pUQhGwVOL3tWAzKMBKQxlNamoAUElds1fDA3+iImiuaSYsKUGHJOSwjrP6+PmVnBDfISL+HIEw5HvlkWR7+q2Zy8QyQuIiRUqJpXAnvvgW2kbT5LuTIxYrdv9NufyDt4MxxHJFr1+Mk62gR+CtAN91MXJondNlpq5kitgklo7T5MKsrr9FpO8iYizvKLsgq743ENFS26zeutogweeWeJCG78U4C17t6KmpbWbMveZrRn2vtaS/9PmDopPWS1U5YArdnNR4bzNGrfjwUthOAO58YAyI/xbMVtTPx3wQ4y8Cen9Lz8Ep5Nxuj8++DHpT0edHTvoHXqPYpSiQzRF39EJmiEW7Ab7wVHwJdwLP4fT8OtNahh0NXvonwiP/wBmM7/g</latexit>



Asynchronous 
Scheme Enables 
Novel 
Implicit/Explicit 
(IMEX) Methods
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Consider a simple model for heat transport

𝑓 = 1, 𝑢 𝑥, 0 , homogeneous Dirichlet boundary conditions.

Compare maximum stable time step size for two schemes:

Single-scale FWE

Multi-scale BWE/FWE

• Implicit global problem

• Explicit local problem

@u

@t
�r · (Kru) = f(x, t),

<latexit sha1_base64="WzQvAeWfblxE3Zwm5aV5EcmlbEY=">AAACO3icbVBNSxxBFOzRxOgYdTVHL00WYYV1mRGDXgTBS8CLCVkVtoflTW+PNtvTM3S/EZdh/pcX/4S3XHLxoIjX3NOzbvCzoKGoeo+uV3GupMUg+O1NTX/4OPNpds6f/7ywuNRYXjmyWWG46PJMZeYkBiuU1KKLEpU4yY2ANFbiOB7u1/7xuTBWZvoXjnIRpXCqZSI5oJP6jZ+s57PEAC9ZDgYlKFpUTxwrukGZhlgBZXyQIW2xFPAsjsuD6r9RrNNdmrQu2rje9lnUbzSDTjAGfUvCCWmSCQ77jWs2yHiRCo1cgbW9MMgxKusIXInKZ4UVOfAhnIqeoxpSYaNyfHtF15wyoElm3NNIx+rzjRJSa0dp7Cbr4Pa1V4vveb0Ck52olDovUGj++FFSuEoyWhdJB9IIjmrkCHAjXVbKz8A1ia5u35UQvj75LTna7IRbnW8/Npt77Ukds2SVfCUtEpJtske+k0PSJZxckj/kltx5V96Nd+89PI5OeZOdL+QFvL//AL49q+g=</latexit>



Multirate Time 
Stepping Can Be 
Combined with 
Other Capabilities 
– Dynamic 
Adaptive Subgrid
Modeling
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Multiscale HDG framework allows 
tremendous flexibility

Local high-resolution time stepping 
can be applied in specific regions
• Boundary layer to resolve a high-

frequency boundary condition

How to choose which subgrid model 
to use in each coarse scale element?
• Region-adaptive (see figure)
• Solution-adaptive
• Error estimation (hierarchical or a 

posteriori)
• Machine Learning (see T. Wildey’s

presentation – MS805)



Conclusions



Conclusions and future work

• Room to make significant progress for timestepping in HFE framework

• Natural to pursue more flexible schemes for multiscale/multiphysics problems

• Develop a framework to perform analysis of HFE systems
• Challenge is understanding structure of macro-micro-macro map

• Can more general time integration strategies increase efficiency/stability?

• Always looking to push HFE methods to become more practical/tractable


