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Variational Inferencing
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At even moderately high dimensions of Basy Distributions

thefamount numerical operations explode. Q" (9)

q(@) : Variational Distribution




Bias-Variance

distribution
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Sample Estimate

Delta Method
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Bias and Variance
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§ Bias-Variance Delta Method
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Log Evidence , independent
of VI params. @
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7 Bias-Variance Delta Method
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" Bias-Variance

Delta Method : Approx. probability distribution of D(g|p)
Technique : Reduce variance in approx. ofD(q|p)

Performance : Faster convergence toq(g )

D(q|p)

Delta Method

Naive implementation

Delta Method based implementation

[terations




P/ Bias-Variance Delta Method
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VI params. Optimization
/ ¢
\ IS params. Optimization
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Two Step Optimization:
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Bias-Variance Delta Method
Dimension of the problem : 5 40 —— WithIS
" Linearmodel:=TY = X +v — without IS
" v : Zero mean Gaussian noise
" Importance distribution is 0]
Gaussian, initialized as the =
initial variational distribution. E 20
* The VI parameters (y, L) Y,
whete LLT = X 0.
= Sample size 1000 for both
VI and IS.
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