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Motivation3

• “The top priority today is the continued progress to exascale” – DOE Office of Science 
HPC Initiative

• Next Generation Architecture: a new computing architecture that requires a very different 
programming model to fully utilize

• GPUs in open science are here – and they’re not going anywhere

ORNL Summit (200 PF) – 2 IBM 
POWER9 CPU + 6 NVIDIA V100 
GPUs

ANL Aurora (2021, >1 EF) – 
Intel Xeon CPU + Intel Xe 
GPU

ORNL Frontier (2021, >1.5 EF) – 1 
AMD EPYC CPU + 4 AMD Radeon 
Instinct GPUs

NERSC Cori (30 PF) – 2 Intel Xeon “Haswell”, 1 Intel Xeon Phi “KNL”

NERSC Perlmutter (2021) – AMD EPYC CPU-only, CPU + NVIDIA 
GPUs



First Order (FO) Stokes/Blatter-Pattyn Model4

Hydrostatic approximation + 
scaling argument based on the fact 

that ice sheets are thin and 
normals are almost vertical

Ice sheet

Ice behaves like a very viscous non-Newtonian shear-thinning fluid (like lava flow) 
and is modeled quasi-statically using nonlinear incompressible Stokes equations.

Ice sheet

(Neumann)

(Neumann, Stress-Free)

(Robin)



Temperature Model

• Cold ice temperature equation:

• Steady-state Enthalpy equation reads:
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If temperate

If cold

Total enthalpy flux

ᵅ� = ᵃ� + ᵰ� ᵄ� ⋅ ᵉ� − ᵅ� ∇ᵄ� ⋅ ᵈ�

ᵄ� = ᵄ� air

Gravity driven water flux

At surface elevation:

Stefan’s condition at the bed

Because of the internal dissipation heat, there can be internal 
melting and the ice becomes temperate (mixture of ice and 
water)

It is convenient to model the temperature and porosity 
(water content) equations in terms of the enthalpy defined as 
h

- A. Aschwaden et al., An Enthalpy formulation for glaciers and ice sheets, Journal of Glaciology, 2012
- I. Hewitt, and C. Schoof: Models for polythermal ice sheets and glaciers, The Cryosphere, 2016
- C. Schoof and I. J. Hewitt, A model for polythermal ice incorporating gravity-driven moisture transport, Journal of Fluid Mechanics, 2016



Albany6

• Albany is an object-oriented, parallel, C++ 
code for discretizing and solving PDEs

• Finite element discretization on 
unstructured grids

• Utilizes a number of libraries from the 
Trilinos project

•  Albany constructs a system and then 
hands it to Trilinos to solve



Performance Portable 
Modernization

Kokkos Refactor
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Kokkos – Performance Portability8

• Kokkos is a C++ library that provides 
performance portability across multiple shared 
memory computing architectures
• Examples: Multicore CPU, NVIDIA GPU, Intel 

KNL and much more…
• Abstract data layouts and hardware features 

for optimal performance on current and future 
architectures

• Allows researchers to focus on application 
development instead of architecture specific 
programming

With Kokkos, you write an algorithm once for multiple hardware architectures. 
Template parameters are used to get hardware specific features.

https://github.com/kokkos/kokkos/

https://github.com/kokkos/kokkos/


Volume Refactor9

•Intermediate data structures 
converted to Kokkos views for 
accessibility on device

•Evaluators are parallelized across 
number of cells in a workset 

•Volume evaluators are either 
completely data parallel, or at least 
data parallel with respect to a cell 

•Readability is preserved for ease of 
future implementation 



Boundary Refactor10

•Boundary index information originally 
stored as array of structures 

•Replaced with structure of Kokkos 
views for device access 

•This structure enables coalesced 
access of boundary information

 

•Boundary fields are not coalesced



Boundary Layout Optimization11

• Boundary fields had the same layout 
as volume fields and were accessed 
using the side set mapping 

• Matching the boundary field layout to 
side set mapping layout results in 
coalesced access for both 

• Access to the volume field is not 
coalesced but happens only once 
instead of many times



Enthalpy Run-time Improvements12

PWR9-Serial-original V100-CUDA-volume Speedup

Total Fill Time 16.75 seconds 3.8 seconds 4.4x

PWR9-Serial-original V100-CUDA-boundary Speedup

Total Fill Time 16.75 seconds 2.79 seconds 6x

KNL-OpenMP-original KNL-OpenMP-volume Speedup

Total Fill Time 28.12 seconds 20.14 seconds 1.4x

KNL-Serial-original KNL-OpenMP-volume Speedup

Total Fill Time 32.4 seconds 20.14 seconds 1.6x

The following performance results are from solving the enthalpy problem on a 
variable resolution (1km to 10km) mesh of the Greenland ice sheet using
• 4x Nvidia V100 GPUs per node 
• Dual-socket POWER9 CPU with 40 cores per node (20 cores per socket) 
• Dual-socket Haswell CPU with 32 cores per node (16 cores per socket) 
• Single-socket Knight’s Landing CPU with 64 cores per node



StokesFO Run-time Improvements

• StokesFO finite element 
assembly was refactored 
using the same strategy

• StokesFO and Enthalpy have 
common evaluators so this 
refactor also saw a modest 
run-time improvement for 
Enthalpy

• With this refactor, all finite 
element assembly is done on 
device

• All evaluators now running 
on device
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GPU, Greenland 1-10km, Enthalpy, Total Fill Time

GPU, Greenland 3-20km, StokesFO, Total Fill Time

~ 5.8x speedup

~ 48x speedup



Memory Improvements14

CPU+MPI, StokesFO, Max Kokkos Memory

CPU+MPI, Enthalpy, Max Kokkos Memory

GPU, StokesFO, Max Kokkos Memory

GPU, Enthalpy, Max Kokkos Memory

~5x reduction

~2.3x reduction

~1.9x reduction

~2.28x reduction



Weak Scalability15

Performance portable ice-sheet modeling with MALI; Jerry Watkins, Max Carlson, et all; Submitted to IJHPCA, 2022

Total Fill Time Total Time



Towards Exascale

16



Automatic Performance Monitoring

• Nightly performance testing of run-time and memory continues to be critical 
for monitoring changes in performance

• Changepoint detection for automatic detection of unexpected performance 
degradation
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Maintaining/improving performance and portability in the presence of active development is essential

Changepoint detection: Kyle Shan



Areas to Improve18

• Memory reductions 
increased number of 
degrees of freedom 
assigned to each GPU

• Increased saturation of 
device resulted in more 
efficient computation 

• However, scalability is 
limited on GPU architecture

• GPU-based linear solvers 
are sensitive to solver 
parameters



Automatic Performance Tuning19

Smoother parameters:
• Limited to three levels, two smoothers
• Good parameter ranges provided by 

Trilinos/MueLu team

Results:
• Applied to four cases (Greenland, 3-20km)

• Different architectures (blake: 8 CPU 
nodes/weaver: GPU)

• Different equations (vel: FOStokes/ent: 
Enthalpy)

• 100 iterations, random search
• Timer: Preconditioner + Linear Solve

Autotuning framework: Carolyn Kao

Random search used to improve performance of multigrid smoothers on GPU



Improving Automatic Performance Tuning20

• Tuning can be directed using Bayesian 
optimization techniques

• Parameters found by random search 
can be further improved in an directed 
manner

• We use Albany’s python interface 
PyAlbany as a driver to GPTune 
autotuning framework

• Currently running experiments to 
tune Albany Land-Ice on Perlmutter 
A100 GPUs



Performance portable ice-sheet modeling with MALI21

Performance portable ice-sheet modeling with MALI; Jerry Watkins, Max Carlson, et all; Submitted to IJHPCA, 2022; 

Available at: https://arxiv.org/abs/2204.04321
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