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Model and Software



3 1 Motivation

* “The top priority today is the continued progress to exascale” — DOE Office of Science
HPC Initiative

 Next Generation Architecture: a new computing architecture that requires a very different
programming model to fully utilize

 GPUs in open science are here — and they’'re not going anywhere

—
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ORNL Summit (200 PF) — 2 IBM ANL Aurora (2021, >1 EF) — ORNL Frontier (2021, >1.5 EF) -1
POWER9 CPU + 6 NVIDIA V100 Intel Xeon CPU + Intel Xe AMD EPYC CPU + 4 AMD Radeon
GPUs GPU Instinct GPUs

NERSC Cori (30 PF) — 2 Intel Xeon “Haswell”, 1 Intel Xeon Phi “KNL”

NERSC Perlmutter (2021) — AMD EPYC CPU-only, CPU + NVIDIA
GPUs



i

N

First Order (FO) Stokes/Blatter-Pattyn Model

Ice behaves like a very viscous non-Newtonian shear-thinning fluid (like lava flow) —V-t+Vp=pg in 0
and is modeled quasi-statically using nonlinear incompressible Stokes equations. V-u=20 ’
: 3
_ _  au, Stokes(u,p) inQ € R
Fluid velocity vector: u = (u;,up,u3) » Strain rate tensor: €ij = %(% 6—1:)
J ¢ 1 1
Isotropicice pressure: p 1 14 (—-—)
» Glen’s Law Viscosity*: u = -A(T) n (_Eij 6,;1,-2) e
> Deviatoricstresstensor: T = 2u€ 3 2 |
» Flow factor: A(T) = Aye RT FO Stokes(u, v) in Q € R3
Hydrostatic approximation + v (2ué;) = — as
scaling argument based on the fact HEU = 7PI%; inQ

(Neumann, Stress-Free) : . . Y — — 9s
Surface boundary T that ice sheets are thin qnd V- (2u€,) P95,
Nk normals are almost vertical
ce sheet

Discussion:
/ A e * Nice “elliptic” approximation to full S.tokes. |
(Neumann) * 3D model for two unknowns (u, v) with nonlinear u.
‘ Basal boundary T'p (Robin) * Valid for both Greenland and Antarctica and used in

continental scale simulations.



s | Temperature Model

oT
* Cold ice temperature equation: pca — V- (kVT) + pcu - VT = 1:€

Because of the internal dissipation heat, there can be internal h:=pc(T —To) + pwl ¢

melting and the ice becomes temperate (mixture of ice and - ‘i"f;‘e T"-'"":‘;'::‘e ice

water) 1
T I'=Tyo+—h T="Tn
pc
It is convenient to model the temperature and porosity & 0 lL(h —hy)
(water content) equations in terms of the enthalpy defined as e
h

* Steady-state Enthalpy equation reads: V:q(h) + u-Vh = 1:€

Total enthalpy flux _ , Stefan’s condition at the bed
k Gravity driven water flux
pc . 1 —I'm
k }(h) =—Kkyg ( ) (Pw - p)g At surface elevation:
q = ——Vh,, + p,,Lj(h) If temperate w pc
pc T =Ty

- A. Aschwaden et al., An Enthalpy formulation for glaciers and ice sheets, Journal of Glaciology, 2012
- I. Hewitt, and C. Schoof: Models for polythermal ice sheets and glaciers, The Cryosphere, 2016
- C. Schoof and I. J. Hewitt, A model for polythermal ice incorporating gravity-driven moisture transport, Journal of Fluid Mechanics, 2016



« I Albany

* Albany is an object-oriented, parallel, C++
code for discretizing and solving PDEs

R INUS

* Finite element discretization on
unstructured grids

* Utilizes a number of libraries from the Gather Interpolate
Trilinos project

* Albany constructs a system and then
hands it to Trilinos to solve



Performance Portable
Modernization

Kokkos Refactor



s | Kokkos — Performance Portability

* Kokkos is a C++ library that provides
performance portability across multiple shared
memory computing architectures
 Examples: Multicore CPU, NVIDIA GPU, Intel

KNL and much more...

* Abstract data layouts and hardware features
for optimal performance on current and future
architectures

* Allows researchers to focus on application
development instead of architecture specific
programming

With Kokkos, you write an algorithm once for multiple hardware architectures.
Template parameters are used to get hardware specific features.

https://github.com/kokkos/kokkos/
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https://github.com/kokkos/kokkos/

9 I Volume Refactor

°Intermediate data structures
converted to Kokkos views for
accessibility on device

*Evaluators are parallelized across
number of cells in a workset

*Volume evaluators are either
completely data parallel, or at least
data parallel with respect to a cell

*Readability is preserved for ease of
future implementation

Dissipation<EvalT,Traits>::
Traits::EvalData workset) {
cell = 8; cell < workset.numCells; ++cell)
or (std:: qp = 9; gqp < numQPs; ++qp)
diss(cell,gp) = 1.8/scyr * 4.8 * mu(cell,qgp) * epsilonsq(cell,qp);

evaluateFields(

KOKKOS _INLINE_FUNCTIONM
issipation<EvalT,Traits>::
erator() { cell) {
for ( gp = 8; gp < numQPs; ++qp) {
diss{cell,qp) = 1.8/scyr * 4.8 * mu(cell,gp) * epsilonSq(cell,qp);
}

1
|

Dissipation<EvalT,Traits>::
evaluateFields( Traits::EvalData workset) {
Kokkos: :parallel for(Dissipation Policy(®, workset_numCells}), * );
1
J



0 I Boundary Refactor

*Boundary index information originally
stored as array of structures

*Replaced with structure of Kokkos
views for device access

*This structure enables coalesced
access of boundary information

*Boundary fields are not coalesced

1

2 N

l




n | Boundary Layout Optimization

' Old Boundary Field Side Set Mappi Volume Field
* Boundary fields had the same layout oundary Tie ide Set Mapping olume Fie

as volume fields and were accessed 0
using the side set mapping ]
2
3
* Matching the boundary field layout to h
side set mapping layout results in
coalesced access for both New Boundary Field  Side Set Mapping Volume Field

* Access to the volume field is not
coalesced but happens only once
instead of many times

Arlw|lm|=|o




Enthalpy Run-time Improvements

The following performance results are from solving the enthalpy problem on a
variable resolution (1km to 10km) mesh of the Greenland ice sheet using

4x Nvidia V100 GPUs per node

Dual-socket POWER9 CPU with 40 cores per node (20 cores per socket)
Dual-socket Haswell CPU with 32 cores per node (16 cores per socket)
Single-socket Knight’s Landing CPU with 64 cores per node

_ PWR9-Serial-original | V100-CUDA-volume Speedup

Total Fill Time 16.75 seconds 3.8 seconds 4.4x
—
Total Fill Time 16.75 seconds 2.79 seconds
—
Total Fill Time 28.12 seconds 20.14 seconds 1.4x

_ KNL-Serial-original KNL-OpenMP-volume | Speedup

Total Fill Time 32.4 seconds 20.14 seconds 1.6X



* StokesFO finite element
assembly was refactored
using the same strategy

* StokesFO and Enthalpy have
common evaluators so this
refactor also saw a modest
run-time improvement for
Enthalpy

* With this refactor, all finite
element assembly is done on
device

* All evaluators now running
on device

i3 1 StokesFO Run-time Improvements

GPU, Greenland 3-20km, StokesFO, Total Fill Time

~ 5.8x speedup

e S s, RIS, giome SRSmE Guletlen Gesle o Mo govomase

GPU, Greenland 1-10km, Enthalpy, Total Fill Time

1 M _ent_Tes_meim_IeT_npe

nory (MiB)

~ 48x speedup




4 1 Memory Improvements

CPU+MPI, Enthalpy, Max Kokkos Memory

ﬁ

~1.9x reduction

: 1
mulation Da

CPU+MPI, StokesFO, Max Kokkos Memory

~2.28x reduction

GPU, Enthalpy, Max Kokkos Memory

o

-

i
|

~5x reduction

GPU, StokesFO, Max Kokkos Memory

—

U

~2.3x reduction
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Weak Scalability

Total Fill Time Total Time

¥ HSW ¥ KNL ¥ PWR9 ¥ Vi ¥ Hsw T KNL ¥ PWR9 ¥ Voo
. = ;
90 1 120
. TR —&—
10- 100 1 =S =——
=== J o™
2 |—— 2
= - - = 60 —
= 20 = ¥
Jo|——— e
10 - - £
- . - - - .| B P . —rmeneees
Resolution 16km Skm dkm 2km lkm Resolution 16km Skm 4km 2km 1km
# Nodes 1 1 16 64 2506 # Nodes 1 4 16 64 2506
V100 Speedup 7.63 7.61 8.32 8.00 8.65 V100 Speedup 1.92 1.85 1.88 1.70 1.24
99% CI (7.53, 7.73) | (7.55. 7.67) | (8.08, 858) |(7.64. 8.3%) [(8.22, 9.10) 99% CI (1.01, 1.92) | (1.84, 1.86) | (1.84, 1.92) | (1.65, 1.74) | (1.21. 1.28)

Performance portable ice-sheet modeling with MALI; Jerry Watkins, Max Carlson, et all; Submitted to IJHPCA, 2022







17 I Automatic Performance Monitoring

Maintaining/improving performance and portability in the presence of active development is essential

* Nightly performance testing of run-time and memory continues to be critical
for monitoring changes in performance

* Changepoint detection for automatic detection of unexpected performance
degradation
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Oct 2019 Jan 2020 Apr 2020 Jul 2020 Oct 2020 Jan 2021 Apr 2021 Jul 2021 Oct 2021

Simulation Date

Changepoint detection: Kyle Shan



Areas to Improve

* Memory reductions
increased number of
degrees of freedom
assigned to each GPU

* Increased saturation of
device resulted in more
efficient computation

* However, scalability is
limited on GPU architecture

* GPU-based linear solvers
are sensitive to solver
parameters

Total Solve Total Fill Preconditioner Linear Solve
Construction
HSW 68.9% (67.0, 70.9) 82.2% (81.5,82.9) 41.2% (38.2,44.5) 67.5% (66.2, 68.8)
KNL 63.5% (62.3, 64.6) 85.3% (84.5, 86.0) 33.0% (30.8, 35.5) 61.1% (60.6, 61.6)
PWR9 65.1% (63.3, 66.9) 73.1% (70.0, 76.4)  39.5% (39.0, 40.0) 63.0% (62.9, 63.1) i
V100 42.2% (42.0, 42.4) 82.9% (80.5, 85.4) 55.2% (54.7, 55.8) 31.9% (31.6, 32.2)

1.0

(IR

FProportions

0,2

(0=

HSW

KNL

PWHRA

W1

B Total Fill
[ Preconditioner Construction
[ Linear Solve

a; 16km
b slan
o dkm
d; 2km
e 1km




19 ‘ Automatic Performance Tuning

Random search used to improve performance of multigrid smoothers on GPU

Smoother parameters:

« Limited to three levels, two smoothers
* Good parameter ranges provided by
Trilinos/MuelLu team

type: RELAXATION

ParameterList:
'relaxation:
'relaxation:
'relaxation:

type: RELAXATION

ParameterList:
'relaxation:
'relaxation:
'relaxation:

type: CHEBYSHEV

ParameterList:
’chebyshev:
’chebyshev:
'chebyshev:

type’:
sweeps’:
damping

type’:
sweeps'’:

inner damping factor’:

degree’:

ratio eigenvalue’:
eigenvalue max iterations’:

MT Gauss-Seidel

positive integer
factor’: positive real number

Two-stage Gauss-Seidel

positive integer
positive real number

positive integer
positive real number
positive integer

Results:

Applied to four cases (Greenland, 3-20km)
» Different architectures (blake: 8 CPU
nodes/weaver: GPU)
» Different equations (vel: FOStokes/ent:
Enthalpy)
100 iterations, random search
Timer: Preconditioner + Linear Solve

. Cases Manual Tuning (sec.) | Autotuning (sec.) | Speedup |
blake_vel 3.533972 2.658731 1.33x
blake_ent 3.07725 2.036044 1.51x

weaver_vel 19.13084 16.30672 1.17x
weaver_ent 19.76345 15.00014 1.32x
| Cases | #Passed Runs | #Failed Runs | %Failure |
blake_vel 70 30 30%
blake_ent 37 63 63%
weaver_vel 71 29 29%
weaver_ent 26 74 T4%

Autotuning framework: Carolyn Kao



Improving Automatic Performance Tuning

* Tuning can be directed using Bayesian
optimization techniques

'?J!'
* Parameters found by random search !¢ nv:.;_ |j HIWBME F‘j‘ [}
can be further improved in an directed | l b ‘

Manner

* We use Albany’s python interface
PyAlbany as a driver to GPTune
autotuning framework

* Currently running experiments to
tune Albany Land-Ice on Perlmutter
A100 GPUs




21 ‘ Performance portable ice-sheet modeling with MALI
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Abstract

High resolution simulations of polar ioe-sheets play a erocial role in the ongeing effort to
develop more socurate amd relinble Earthesystem models for probabilistic sea-level projections.
These simulations often require a massive amount of memory and compatation from large saper-
computing clusters to provide sufficient sccuracy and resolution. The Iatest exascale machines
poised Lo come online contain a diverse set of computing architectures, In an effort o woobd
architecture specific programming and maintain prodoctivity seross platforms, the icesheet
madeling code known as MALD uses high level abstractions to integrate Trilinos libraries and
the Kokkes programming model for performance portalile code scross s varbety of differem archi-
tectures. In this paper, we analyze the performance portable features of MALI via a performance
analysis on current CPU-based and GPU-based supercomputers. The analysi=s highlights per-
[ormance portable improvements made o fndte element assembly amd mdtigrid preconditioning
within MALI with speedups between 1.26-1.82x across CPU and GPU architectures bt also
identifies the nesd to furtler lmprove performance o software coupling and preconditioning on
GI'Us. We also perform a weak scalability study and show that simulations on GFU-based
machines perform 1.24-1.92x faster when utilizing the GPUs, The best performanee is found in
finkte element assembly which achieved a speedup of up to B.60x anl a weak sealing efflciency
of 82.9% with GPUs. 'We miditionally describe an automated performance testing framework
developed for this code hase nsing & changepoint detection method. The framework &= used to
make actionable declsions about performance within MALL We provide several concrete exam-
ples of scenarios in which the fromework hos identified pedformance regressions, improvements,
and algorithm differences over the course of two years of development,

Available at: https://arxiv.org/abs/2204.04321

Performance portable ice-sheet modeling with MALI; Jerry Watkins, Max Carlson, et all; Submitted to JHPCA, 2022;
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