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Motivation – Strength under Extreme Conditions

2

§ For many applications involving high pressures and strain rates, the strength of 
materials cannot be neglected

Reinhart et al., JDBM 2015Ramesh et al, MMT 2002

The mechanics community tends to 
focus on strain rate dependence

Fig. 3—Variation of the flow stress of polycrystallinea -titanium (measured
at a fixed strain of 6 pct) with strain rate (note this is a logarithmic axis).
Includes data from Chichili et al.,[16] Meyers et al.,[50] and Harding.[42] AlsoFig. 1—Schematic of regimes of application of experimental techniques
includes data from pressure-shear-plate impact experiments, converted tofor mechanical testing of material over varying rates of deformation.
uniaxial flow stresses assuming J2-flow theory. Note the substantial increase
of the flow stress with increasing strain rate.

Fig. 2—Mechanical response of polycrystalline a -titanium deformed in
compression over a wide range of strain rates (including servohydraulic Fig. 4—Mechanical response of polycrystalline hafnium deformed in
testing and compression Kolsky bar testing).[16] compression over a wide range of strain rates (including servohydraulic

testing and compression Kolsky bar testing). The different symbols repre-
sent data from two different sensors for the same experiment.[52]

information, so that it is extremely difficult to measure the
rate dependence at constant structure at high strain rates.
However, the extent of the contribution of this microstruc- rate-dependent deformations of hcp metals, with specific

examples from data on titanium, zirconium, and hafnium.tural-evolution component is not known for most materials,
and such microstructural evolution is likely to occur over It is shown that the low symmetry of hcp metals and the

development of twinning results in a complex set of behav-the same timescales in most applications involving high-
rate loading. As a consequence, most constitutive models iors that are not easily described by current constitutive

models and that provide significant challenges in terms ofused in the mechanics and design communities (typically,
through incorporation in finite-element codes) are based on experimental techniques for high-rate deformations.
the apparent rate sensitivity of the flow stress (i.e., rate
sensitivity defined at fixed strain rather than fixed micro- A. Experimental Techniquesstructure). Constitutive models that incorporate microstruc-
tural evolution (such as the mechanical threshold stress, or The experimental techniques used to measure the rate-

dependent mechanical behaviors of materials are describedMTS, model) are commonly considered in the materials
literature, but are only beginning to be incorporated in the schematically in Figure 1, which shows the strain-rate

regimes covered by each technique. Useful descriptions ofcomputational approaches used in mechanics and design.
This article provides a summary of the features of the the various techniques can be found in the literature and so
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observed for shock loading in the intermediate stress range,
even though the yield, or shear strength was found to be

finite and significantly larger than the ambient value [4, 7,

8].
This conclusion was derived from the observation that

the change in shear stress during unloading, sc ? sH, was
essentially equal to the change in shear stress, sc - sH for
reloading. With the usual assumptions that a yield surface

exists and that the change in shear stress is not rate-de-

pendent, this observation implies that the initial shear stress
state, sH, is zero and consequently that the shock state is

hydrostatic. Furthermore, these results emphasizes that

strength studies based on unloading data alone will provide
estimates of yield strength that are too low when the shock

state collapses to the hydrostat. Therefore, use of unloading
data alone to estimate parameters in strength models [40,

41] can result in significant error, which emphasizes the

need for additional shear stress path studies, such as
reloading data that can critically test the assumptions and

provide additional shear stress data.

Previous unloading experiments on 6061-T6 aluminum [2]
and pure aluminum [3] suggested that Ds for unloading uni-

formly increased as shock stress increased to about 40 GPa

and then decreased over the stress range up to about 100 GPa.
However, reloading experiments were not performed for

shock stresses above*20 GPa [2, 3] so it was not possible to

determine if the observed change was due to a change in the
critical strength or a decrease in the initial shear stress in the

shock state. The present unloading data confirms the earlier

results and also show that there is a corresponding change in
Ds for reloading. Both are observed to remain fairly constant

over the range of about 40–90 GPa as shown in Fig. 7.

Two principal mechanisms have been proposed to
explain the differences between the two shear stress com-

ponents in Fig. 7. One is a local hot spot mechanism [39]
that predicts an initial loss of shear strength due to transient

high local temperatures in hot spots that approach the

melting point of aluminum. Another is the local stress
oscillations caused by heterogeneous deformation due to

variation in properties at the mesoscopic scale [6].

(a) (b)

Fig. 6 Shear stress data for a unloading and b reloading experiments. An apparent change in sc ? sH and sc - sH for unloading and reloading is
shown to occur at about 40 GPa

(a) (b)

Fig. 7 The shear strength, sc, and the initial shear stress, sH, in the shocked state are plotted as a function of shock stress

284 J. dynamic behavior mater. (2015) 1:275–289
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The shock physics community tends 
to focus on pressure dependence

a-Ti 6061-T6 Al

softening 
due to shock 
melting



Motivation – Strength under Extreme Conditions

3

§ Measuring strength in these conditions is challenging, and consistency across 
techniques difficult to achieve

MICHAEL B. PRIME et al. PHYSICAL REVIEW E 100, 053002 (2019)

FIG. 14. The RMI data compared to other low pressure data
starting from room temperature somewhat exceed the power law
extrapolation.

rate, which cannot currently be justified. The RMI rates are
in the five or more decade range in strain rates, between
the Hopkinson bar calibration rates and the expected rate for
the phonon drag strong shock regime, where strength models
are mostly speculative [76]. These RMI results argue for a
stronger transition between the two regimes for PTW and
other similar models.

Figure 15 adds high-pressure strength measurements to
the Fig. 14 data. Planar ramp loading and release experi-
ments using magnetic loading were performed on the same
batch of Starck tantalum at Sandia National Laboratories. A
self-consistent Lagrangian analysis of time resolved velocity

FIG. 15. The RMI data on tantalum shows modest rate hardening
at rates up to 107/s compared to apparently more significant pressure
hardening.

profiles measured during the experiments was used to estimate
the mean shear stress near peak compression [79,80]. The
data points in Fig. 15 include lower pressure experiments
performed on the Veloce pulser [80] as well as previously
published data from the Z machine [81] but with an updated
analysis, and additional newer data points [82]. The data
span pressures from 15 to 350 GPa with strain rates all near
5 × 105/s. In the context of this full data set, the RMI data
are quite illuminating. The Z data show order-of-magnitude
level increases in strength over lower pressure data, but prior
to the RMI data it was difficult to establish how much of
the strengthening came from rate effects and how much from
pressure effects. With the RMI data at rates beyond those of
the Z data showing modest strengthening over Hopkinson bar
data, it appears that the pressure effects are more significant
than the rate effects in this regime. Although it is difficult to
extract a single strength estimate from them, and the samples
used different tantalum, Rayleigh-Taylor experiments at 100
GPa and rates a bit above 107/s support the trends in Fig. 15
[64].

V. CONCLUSIONS AND FUTURE WORK

Three Richtmyer-Meshkov instability experiments on tan-
talum gave average strength estimates of 1230–1380 MPa at
estimated strain rates of 107/s. Estimated uncertainties range
from 7% to 12%. The use of impact loading, as compared
to high explosive loading in previous experiments, made
for simpler and more precise data analysis as well as the
ability to explore a wider range of conditions. The measured
strengths exceeded by 40% or more a power law extrapolation
from data at strain rates below 104/s. The RMI experiments
are currently unique in their ability to measure strength at
such high rates but low pressures. Combined with experi-
ments at high rates and high pressure, these data isolated
rate effects on strength from pressure effects and indicated
that, at least up to 107/s, the pressure effects are more
significant.

The limiting factor in the precision and accuracy of the
estimates seems to be extracting a peak spike velocity from
the PDV velocity spectrograms. Continued development of
experimental techniques is hoped to improve the quality of
the PDV data. The range of shock stress in these experiments,
20–34 GPa, did not exercise a very broad range of strain
rates. A broader range of shock stresses should be attempted,
but faces practical constraints. To get similar behavior would
require fabricating larger perturbations for lower stress shocks
and smaller perturbations for larger stresses, which runs into
machining limitations. In future experiments, the measure-
ment of velocity in flat regions will be moved from between
perturbation regions to the larger flat regions outside the outer
perturbation regions. This move should provide a longer time
record before nearby perturbations affect the velocity and
therefore an improved validation of the model.
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Strength dependence on strain 
rate and pressure

§ Pressure and strain rate cannot always be 
readily controlled independently

§ Picture is further complicated by thermal effects 
due to shocks and loading path dependence

§ Need for techniques to probe material strength 
in regimes of high pressures (few to 100’s of 
GPa) and strain rates (>105 1/s)



Dynamic Interface Instabilities

4

§ Arise at interface between dissimilar materials:  gases, liquids, solids
§ Shear, gravitaUonal, and shock instabiliUes are most commonly studied; usually 

occur together in real problems
§ Studied because of their importance to a variety of physical phenomena and 

applicaUons
§ Instability stabilized by factors such as surface tension, viscosity, and strength
§ Thus, the instability development can be used to probe (not directly measure) 

these aspects of material behavior



Kelvin-Helmholtz Instability (KHI)

5

§ Shear instability
§ Develops at interface between two layers undergoing shearing
§ For inviscid fluids, unstable under all conditions

Bahrani et al., Proc. Roy. Soc. 1967

Wikimedia Commons



Static Rayleigh-Taylor Instability (RTI)

6

§ Gravita'onal or acceleraUon instability
§ Unstable if dense fluid is above light fluid A =

ρ2−ρ1
ρ2+ρ1
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Dynamic Rayleigh-Taylor Instability (RTI)

7

§ Gravitational or acceleration instability
§ Unstable if light material is pushing on dense material

Barnes et al., JAP 1974

Olson et al., SCCM 2014

A =
ρ2−ρ1
ρ2+ρ1

Review:  Zhou, 
Phys. Rep., 2017

Remington et al., PNAS 2019



Richtmyer-Meshkov Instability (RMI)

8

Meshkov, E. E. (1969). "Instability of the interface of 
two gases accelerated by a shock wave," Soviet Fluid 
Dynamics 4, 101-108.

Richtmyer, R. D. (1960). "Taylor instability in shock 
acceleration of compressible fluids," Communications 
on Pure and Applied Mathematics 13, 297-319.
(originally published as a LANL report)
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Evgeny Evgrafovich Meshkov

Experimentalist Evgeny Evgrafovich
Meshkov, a legend in fluid dynamics,
died of natural causes in Sarov, Rus-

sia, on 1 March 2020. His name is at-
tached to a phenomenon about which
hundreds of papers are published annu-
ally in scientific, mathematical, and engi-
neering journals.

Meshkov was born on 31 January 1937
in the Soviet Union, near the city of Se -
vastopol, Crimea. During his childhood,
he saw the horrors of Nazi occupation.
Only a!er the Great Patriotic War ended
in 1945 was Meshkov able to begin his ed-
ucation. He passed school grades in rapid
succession and in 1954 entered the
Moscow Engineering Physics Institute,
also known as the National Research Nu-
clear University MEPhI. He graduated in
1960 with a master’s degree in engineer-
ing physics.

Over the next 50 years, Meshkov
worked at the All-Russian Scientific Re-
search Institute of Experimental Physics
in Sarov, the famous “closed town” of
Arzamas-16. He started there as a junior
researcher in 1960, earned his PhD in
physics and mathematics, and then con-
tinued as the head of the hydrodynamic
laboratory until his formal retirement in
2009. During 2010–20, he was a professor
at the Sarov Institute of Physics and
Technology, where he conducted experi-
ments, mentored students, and inter-
acted with colleagues until the very end.

Meshkov’s most celebrated work was
his experimental discovery in 1969 of the
instability of the interface between two
fluids with different densities when they
are impulsively accelerated by a shock

wave. The instability, predicted theoreti-
cally by Robert Richtmyer in 1960, is now
known as the Richtmyer–Meshkov insta-
bility. It has a key role in a broad range of
processes in nature and technology, in-
cluding supernovae, plasma fusion, com-
bustion, and nanofabrication. Meshkov’s
direct observation, which was made pos-
sible by the experimental methodology
he developed in the mid 1960s, started a
new era in experimental research of un-
steady gas-dynamic flows. In conversa-
tions, Meshkov would recall those years
as the most creative of his life.

In the 1970s and 1980s, Meshkov was
involved in research in inertial gas-
  dynamic fusion. In 1982 he and his col-
leagues achieved the record value of
5 × 1013 s–1 for the neutron yield and the
so-called ρR parameter of 0.8 g cm−2 in an
inertial fusion facility. Meshkov also par-
ticipated in research for underground
weapons testing. Those studies led to the
development of experimental methods
for investigating material properties at
high energy densities and profoundly in-
fluenced modern science and technology.

As an experimentalist, Meshkov had
a remarkable gi! for finding simple and
elegant solutions to complex problems.
That talent was best illustrated by a se-
ries of experiments on stability of air
bubbles in water, which he designed and
conducted in the 1980s to observe and di-
agnose fluid instabilities and interfacial
mixing under conditions relevant to, for
instance, supernova explosions. The
unique data also display the subdiffu-
sive character of fluid mixing in super-
novae as predicted by the theory.

Meshkov had a great ability to get to the
heart of a phenomenon, abstract and gen-
eralize it, and then lucidly obtain the essen-
tials. That indispensable quality was ex-
hibited in the jelly experiments, which he
and his colleagues conducted in the 1990s
to investigate properties of Rayleigh–
 Taylor instabilities and the interfacial mix-
ing they cause—the sister phenomena of
Richtmyer–Meshkov dynamics. The ex-
periments enabled the study of fluid insta-
bilities and interfacial mixing in a broad
range of setups in tightly controlled envi-
ronments. Through them, he and his team
achieved record Reynolds numbers of
about 3.2 × 106 and unambiguously ob-
served the essentially interfacial and
anisotropic character of Rayleigh–Taylor
mixing. Although the results were surpris-

ing—canonical turbulence was expected—
they were recently explained by group the-
ory, which revealed that Rayleigh–Taylor
mixing may exhibit order and laminarize.
The effect of the accelerated shear on the
laminarization of Rayleigh–Taylor mixing
was the focus of Meshkov’s research in the
past few years.

Meshkov authored more than 300 sci-
entific papers and technical reports, had
more than 30 inventions and patents,
and shared his unique expertise in his
books on fluid dynamics experiments.
From about 2000, he educated students
and researchers, worked to increase in-
ternational cooperation, and helped or-
ganize international conferences, includ-
ing the series Turbulent Mixing and
Beyond. His achievements were recog-
nized by the international scientific com-
munity, and the government of Russia
bestowed on him the Order of Friend-
ship in 2011. He cared immensely for sci-
ence, and he loved life and his family,
collaborators, students, and friends.
With his passing, science has lost one of
its great minds and sensitive hands.

We are grateful to Evgeny Meshkov’s family,
friends, and colleagues for sharing with us
their reminiscences of him.

Snezhana I. Abarzhi 
University of Western Australia

Perth
Katepalli R. Sreenivasan

New York University
New York City PT
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RECENTLY POSTED NOTICES AT
www.physicstoday.org/obituaries

Frederick Reif
24 April 1927 – 11 August 2019

Bruno Eckhardt
25 March 1960 – 7 August 2019

Fred Ribe
14 August 1924 – 19 June 2019

Paul David Luckey
18 May 1928 – 1 April 2019

Alfred E. Glassgold
7 August 1930 – 4 January 2019

Frank Turkot
9 May 1931 – 27 October 2018

1937-2020
worked at Sarov
throughout his career 
beginning in 1960

• taught at Stanford 1936-40
• Manhattan Project and LANL
• later taught at NYU and U. of Colorado at Boulder
• with Ulam and von Neumann developed Monte Carlo 

methods for neutronics
• with von Neumann developed artificial viscosity (1950)

Robert D. Richtmyer
1910-2003

§ Shock instability



Richtmyer-Meshkov Instability (RMI) 1≥A>0

9

§ for A>0 (r1<r2) shock propagates from low- into high-
density material

§ limiUng case of RTI
§ perturbaUon generally grows

Review:  Brouillette, Ann. Rev. Fluid Mech., 2002
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Richtmyer-Meshkov Instability (RMI) 0>A≥-1

10
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§ for 0>A (r1>r2) shock propagates from high- into low-
density material

§ vacuum A=-1 is limiting case
§ with sufficient driving force, 

the perturbation can invert 
and form a jet (spike)

§ jet may arrest or continue 
growing until it separates 
(ejecta)

§ overdriven cases can also 
mushroom

Review:  Brouille9e, Ann. Rev. Fluid Mech., 2002



RMI Strength Experiments at A=-1

11

§ Backed by vaccum, so r2=0
§ Both radiography and velocimetry diagnostics

Jensen et al. (2015). J. App. Phys.
Prime et al. (2017). JDBM
Prime et al. (2019). Phys. Rev. E
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and the free surface velocity (given by the PDV data). The
quantities hÀ0 and hþ0 are the pre-shocked and shocked groove
depths, respectively. The free-surface particle velocity, ufs,
and the shock velocity in the cerium sample, Us, were deter-
mined using available data on cerium combined with the
Rankine-Hugoniot relations. The yield stress calculated in
this way is defined as Yvel. The second method took advant-
age of the high spatial resolution of the X-ray images to esti-
mate hmax

sp directly from the data. This allowed us to avoid
the uncertainties associated with the shock parameters Us

and ufs and the integration of the velocity histories according
to Equation (2). An edge finding algorithm was used to
locate the cerium-vacuum interface in each image, and the
difference between the jet peak and the trailing free surface
was taken as the jet height, or hmax

sp . Equation (1) was then
used to calculate the yield stress, Yimage.

Equation (1) for yield stress was developed for materials
with a linear Us À Up Hugoniot. The nonlinear behavior of

cerium associated with the c, a region of the phase diagram
is inconsistent with such an assumption, and could reason-
ably be expected to have a significant influence on the hydro-
dynamics of the instability growth and arrest. To account for
these effects, a third approach was used to estimate the yield
stress. Continuum simulations were performed using FLAG,
a Lagrangian hydrodynamics code.44,45 Each simulation
used a two-dimensional plane strain mesh that spanned two
full wavelengths of the perturbation and had periodic bound-
ary conditions to enforce cyclic symmetry (see Fig. 4(a)).
The mesh consisted of zones approximately 10 lm on a side
for about 42 000 zones total in the domain. The copper
impactor was modeled using a tabular equation of state and a
Preston-Tonks-Wallace deviatoric strength model.46 The ce-
rium target was modeled using a modified version40 of the
EOS presented by Elkin et al.39 The modifications adjusted
the c–a phase boundary to better capture the phase transition
characteristics and the behavior of the bulk modulus near the

FIG. 3. (a) Example X-ray images showing jet formation for shot 13-030. The image is a convolution of the initial static groove image (F0) and five additional
frames (F1 to F5) at 153.4 ns intervals. Line outs of the groove and jet interfaces were obtained using an edge finding algorithm and plotted on the image. (b)
Corresponding velocimetry data (black curves) obtained using PDV showing the jet and free surface velocities. Simulated histories obtained from the contin-
uum code FLAG are shown as blue curves. All curves were arbitrarily shifted so that shock arrival occurred at time t¼ 0. (c) A summary of X-ray images for
five experiments showing the effect of increasing the impact stress and groove depth on the jet formation. For the deepest grooves, the jet does not saturate and
outruns the free surface. All images are shown in false-color for clarity.

195903-4 Jensen et al. J. Appl. Phys. 118, 195903 (2015)
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Cerium, APS
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where Y is strength in MPa and the strength-correction 
term in the first set of parentheses varies from 0.94 to 1.01 
for the range of Y examined in this work. Because of slight 
differences in the Abaqus Explicit solver accumulating over 
the 8 mm thickness that the shock travels in the copper, we 
also had to increase the pressure profile by a constant 2% in 
order to achieve an identical pressure drive to FLAG in the 
region of the perturbations.

Results & Discussion

Experimental Results

Figures 5 and 6 show PDV spectrograms chosen to exem-
plify different aspects of the full data set. The higher veloc-
ities in each spectrogram come from the spikes and lower 
velocities come from bubbles or intermediate regions. The 
dominant late time velocity of about 1500  m/s matches 
the measurements taken in the flat regions of the target 
and is called the free-surface velocity [9]. The velocity 
spectrogram in Fig. 5 for η0k = 0.433 shows a spike veloc-
ity that returned to the free-surface velocity about 0.6 µs 
after shock breakout, indicating spike arrest. The spike 
velocity is quite distinct allowing easy identification of the 
peak, !s

max
, of 2260 m/s. Figure 6 shows a spectrogram for 

η0k = 0.621, which has the least distinct velocity trace for 

(2)
P =

!

−0.00968
"

Y

860

#2

+ 0.0798

"

Y

860

#

+ 0.930

$

%

−1.5358t5 + 12.9818t4 − 44.8938t3 + 83.8841t2

− 93.6911t + 58.6794), 0 < t < 2.5

the spike leading to increased uncertainty in the estimated 
peak velocity of 2730 m/s peak velocity. The spike velocity 
trace, indicated in the inset figure is difficult to distinguish 
with Fig. 6 plotted on the same scale as Fig. 5 but was care-
fully confirmed by varying settings in the Fourier transform 
of the PDV data to identify and confirm the consistent pres-
ence of that feature. The spike velocity pulls back partially, 
indicating strength effects, but does not return to the free-
surface velocity, indicating unstable growth that will con-
tinue and eventually lead to the spikes separating from the 
target.

Table 1 summarizes the experimental results. The three 
smaller perturbation sizes fully arrested as observed by 
velocity signals like Fig. 5. The next two perturbation sizes 
showed strength effects but not arrest, like Fig. 6. We esti-
mated the peak spike velocity and uncertainties manually 
from the PDV velocity spectrograms.

Damage Modeling Results Lead to New Strength Metric

Local wave interactions in the perturbation region cause 
tensile stress and damage during the RMI evolution. Fig-
ure 7 shows snapshots in time from a FLAG simulation of 
damage for η0k = 0.39. Because the damage study came 
before the inspection data was examined, all the results in 
this section come from simulations that used a full sine 
wave (q = 1.0). The contour plot is colored by porosity, also 
known as void volume fraction, the state variable evolved 
under tensile stress in the Tonks damage model. Soon after 
the shock breaks out on the free surface, Fig. 7a, and the 
perturbations invert, porosity first appears in the subsurface 
bubble region, Fig.  7b. In shock loading, tensile stresses 

Fig. 5  The PDV velocity spectrogram for η0k = 0.433 shows a dis-
tinct velocity trace for the spike growth peaking at 2260  m/s. In 
this case, the spike velocity returned to the free-surface velocity of 
1500 m/s, indicating arrest

Fig. 6  The PDV Velocity spectrogram for η0k = 0.621 had the 
least distinct velocity trace for the spike with the peak estimated at 
2730  m/s. The spike velocity pulls back only partially, indicating 
unstable growth that will continue and eventually lead to the spikes 
separating from the target
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FIGURE 3. (Colour online) FY10 pRad images: (a) Sn–pRad0425 (Sn, PSB ⇡ 27 GPa);
(b) Sn–pRad0427 (Sn, PSB ⇡ 22 GPa); (c) Cu–pRad0426 (Cu, PSB ⇡ 36 GPa). The image time
relative to shockwave breakout at the vacuum–metal interface is to the right just above each
image. The wavelength of the perturbations was � = 550 µm, and the initial wavenumber and
amplitude product ⌘0k for each perturbation region is shown to the left of each perturbation
region. The free-surface is nominally outlined in white (yellow online), and ufs was diagnosed
with laser Doppler velocimetry (LDV) from the flat regions between each perturbation region.
Bubbles and spikes are noted on the figures. LDV locations are annotated (in blue online)
according to the probe number within (b).

bound. The Sn data present the opportunity to resolve bubble and spike dynamics that
cannot be observed in smaller-scale experiments. For example, from our small-scale
experiments it is clear that the spikes quickly reach their asymptotic velocities, much
faster than we have been able to resolve. In addition, we have not been able to resolve
any early-time bubble dynamics.

The free-surface in the Cu–pRad0426 experiment remains the flattest at late times,
with Sn–pRad0425 the next flattest, but nevertheless showing some later-time edge-
release effects even though the idea of momentum trapping is to ‘trap’ the release
wave reverberations in the outer rings so that the central disk releases to zero pressure
with minimal release from the edges. The image of Sn–pRad0427 (figure 3b) is the
most polluted by edge release effects, but on that experiment we added the 10 mm tall
right Sn cylinder between the calcitol booster and the Ti surface, as seen in figure 2,
so this result is expected.

The full sets of the Sn and Cu data are found in appendix B.

4.1. Sn results
Table 1 includes first observations of early-time bubble and spike dynamics from
liquid Sn coincidentally measured with a single LDV probe positioned above each
perturbation region (LDV probes 1, 3, 5 and 7). The first column in the table
includes the pRad event (e.g. Sn–pRad0425), the pressure in the metal just prior
to the shockwave release at the metal–vacuum interface (PSB), the average of the free-
surface velocity measured from LDV probes 2, 4 and 6 (hufsi), and the velocity of the
shockwave in the metal (ush at PSB). The remaining columns include the perturbation
wavenumber amplitude product (⌘0k), the perturbation amplitude (⌘0), the bubble

Sn & Cu
pRad
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FIG. 11. Minima in the root-mean-square misfit between calcu-
lations and data indicate the average strength that best matches the
data.

lines in Fig. 12. Uncertainties in Y range from about 7% for
the 20 and 30 GPa data to 12% for the 34 GPa data. The
larger uncertainty for the 34 GPa experiment is consistent
with the larger misfit in Fig. 11. The uncertainties in Fig. 12
are intended to capture random uncertainties. The largest ex-
pected potential bias error would be uncertainty in the impact
velocity. Additional calculations indicated that a 1% change in
the impact velocity, about the experimental uncertainty, would
result in a roughly 7% change in the strength estimate. Such a
bias error would affect each shock level independently.

Recall that the largest perturbation size for each experiment
(η0k = 0.9) had a slightly larger wavelength: 300 µm com-
pared to 250 µm. Figure 12 shows that those data points fall
slightly below the trend lines from the model fit. However, the
deviations are mostly insignificant compared to the uncertain-

FIG. 12. Model-based average strength estimates fit the mea-
sured data quite well.

ties. Further experiments are planned to check the consistency
of RMI strength estimates over a wide range of perturbation
wavelengths.

Simulations using the best fit Y’s helped to put the strength
estimates into the context of important physical quantities
that affect strength: strain, strain rate, and temperature. As an
example, Fig. 13 shows results from the 1λ model calculation
for the largest perturbation size on the 30 GPa shock exper-
iment with Y set to 1380 MPa per Fig. 12. The simulated
spike velocity matches the PDV data quite well until just
after the peak velocity. After that time, two effects cause
the spike to arrest much more quickly (the velocity returns
to the impact velocity) in the model. First, the strain rate
falls off rapidly [22] which should make the actual strength
decrease, whereas the simulation has a constant strength.
Second, porosity growth in the experiment becomes sufficient
to further reduce the strength. Figure 13(b) shows the shape
of the perturbation at the time of the peak spike velocity and
is colored by effective plastic strain. This experiment had
relatively large growth because of the large perturbation size,
yet the spike growth at this time is modest compared to the
notional RMI illustration in Fig. 1. The peak plastic strain in
the spike is still significant at nearly 100%.

Following the work of [22], the computation zone with the
highest plastic strain at the time of the peak spike velocity,
which is several zones subsurface in the spike, is taken as the
most representative of the conditions influencing the strength
estimate. Along with the strength estimates, Table II shows the
values extracted from the simulations. The plateau in strain
rate after the shock, which is taken as representative for the
strength estimate (see Fig. 16 in [22]), varies by about a factor
of 4 from the smallest to largest perturbation sizes for a given
shot and only about a factor of 2 from the 20 GPa shot to
the 34 GPa shot. Considering that strength tends to vary with
the log of the strain rate, these differences in strain rate are
not very significant. Because vs

max is used to estimate strength,
behavior after the time of vs

max is not relevant, so accumulated
plastic strain and temperature are reported at the time of vs

max.
Since the strength estimate encompasses integrated behavior
up to that time, the most representative value should be some
type of average, but the final value is reported for reference.
The plastic strain varies by a factor of up to 5 between the
smallest and largest perturbation size for a given shock, and
less than a factor of 2 from the 20 GPa shot to the 34 GPa
shot. Since tantalum shows only modest strain hardening at
high rates, the strength differences from the different amounts
of plastic strain are also expected to be modest. The final
temperatures include the residual heating from the shock and
also adiabatic heating from plastic work and so show similar
trends as the plastic strain.

It would be possible to analyze the data differently. As was
done previously, the current analysis groups all six perturba-
tion sizes from each impact experiment together to give one
strength estimate per experiment [22]. A strength estimate
was also attempted for each individual perturbation region.
With the data uncertainties in Fig. 12, the uncertainties on
individual strengths were large and no informative trends
were observed. With more precise experiments in the future,
strength estimates for each individual perturbation might be
useful. For now, grouping them together provides a more
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Tamped RMI Strength Experiments (A≠-1)
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§ Adding tamper keeps P above zero, 
reducing role of damage

§ Potential tampers depend upon 
instrumentation needs/capabilities, but 
some options available

§ For velocimetry, need transparent liquid.  
With radiography, limited by transmission.

§ Liquids:  water, perfluorooctane, 
perflubron, sodium metatungstate solution

§ Low melting point metals:  Field’s metal, 
Wood’s metal, Galinstan, Hg

§ Metal powder (Sn, In, Au, etc.)

-0.89
-0.79
-0.69

-0.39-0.10



Example:  Ta Tamped by Sodium Metatungstate
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V = 2 km/s, l=2 mm, k𝛈o=0.63, A=-0.69, P1=76, P2=24 GPa, Y1=0.75 GPa
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ξ
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§ Though loading is complex, most plastic 
work occurs near P2 and 2x105 s-1



Y1=Y2=0.375 GPa
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Tamped RMI Sensitivities
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V = 2 km/s, l=2 mm, k𝛈o=0.63, A=-0.69, P1=76, P2=24 GPa, Y1=0.75 GPa

§ Axisymmetric configuration 
promotes instability
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kηo = 0.31, 0.47, 0.63,
0.79, 0.94, 1.26

"𝒀 = 𝒀𝟏 + 𝒀𝟐 = 𝑪
§ To first order, the sum of 

the strengths controls jet 
growth



Simulation Ensembles:  Dakota & Slycat
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§ Dakota drives large number (~2000) of 
simulations for Ta tamped by a fluid, randomly 
sampling:
§ impact velocity (1-3 km/s)
§ wave parameter (0.25-1.50)
§ tamper density (1.0-7.9 g/cm3)
§ Ta strength (0.1-3.0 GPa)

§ Slycat used for visualizing data 
on cluster or locally - idenUfy 
different classes of behavior 
(e.g. mushrooming) more easily



§ A number of different choices possible for RMI experiments, so examine scaling 
using non-dimensionalized parameters

§ Atwood number (A) captures relative densities

§ Wave number specifies amplitude of the perturbation of the interface

§ Strength term quantifies its stabilizing effect

Non-Dimensionalization of Problem
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𝑘𝜂 =
2𝜋𝜂
𝜆

A =
ρ2−ρ1
ρ2+ρ1

1
/𝑌
=
𝜌̅𝑢''

1𝑌
𝜌̅ = ρ1+ρ2

1𝑌 = Y1+Y2



Scaling for Tamped RMI
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Arrested Length
§probably requires imaging
§ scaling agrees with previous 

work
§proportional to Y-1

Time when usp = ubub

§may be possible for 
velocimetry

§proportional to Y-1

Max Spike Velocity
§only need velocimetry
§useful for non-arresting 

cases
§proportional to Y-0.2



The Dynamic Compression Sector (DCS)
at the Advanced Photon Source at Argonne National Laboratory
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§electrons accelerated to high velocities
§bending emits X-rays
§35 sectors for different uses



X-ray Phase Contrast Imaging
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Wikimedia Commons

• Detector far from sample

• Tuned to emphasize edges

• Areal density inaccurate if edges are in ROI



Overview of DCS Experiments

20static preshot + eight images at 153 ns intervals (33.5 ps FWHM)
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~2.5 µm/pixel, ~2.5x2.5 mm window



Overview of DCS Experiments
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video courtesy of Alejandro Mota (SNL)



D2O Tamped RMI Experiments on Cu at DCS
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S19-1-036 – Ta/Cu - 1.668kms P1: 47.8 GPa, P2: 9.4 GPa 

tstatic t = 0.353 µs t = 0.660 µs t = 0.813 µs t = 0.966 µs t = 1.120 µs t = 1.273 µs t = 1.426 µs t = 1.580 µs 

Y = 0.44, 0.46, 0.48, 0.5 GPa
Jet length (2ηD)

DCS191033 

Perturbation (2ηP)

Once calibrated, jetting copper can be used as driver for testing with 
other materials

V i
m

p
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02
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/s
   

σ d
ri
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4 

G
Pa

ηok = 0.5, Ao = -0.78



Au Tamped with Fluorooctane (PFO)
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ηok = 0.5, Ao = -0.83V=1.817 km/s, Cu impactor



Mo Tamped with D2O
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ηok = 0.5, Ao = -0.80V=2.066 km/s, Ta impactor



RMI Experiments on Granular SiO2 at DCS
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§ RM unstable interface (A ≈-0.7/-0.5) 
leads to jelng, but jets arrest due 
to strength of compacted SiO2

§ jet amplitude much more sensiUve 
to strength than shock front 
perturbaUon

static

153.4 ns spacing
1 mm

Shot: DCS184165 – V = 2.0 km/s – Cu symmetric impact in SiO2 powder (1.55 g/cc), l=1 mm, 2ao=0.32 mm, P≈9.5 GPa



Granular SiO2 Strength
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§ Strength values obtained at pressures much 
higher pressures than pressure-shear (elastic-
perfectly plastic model used)

§ Thermal softening leads to fall-off of strength ~8 
GPa

§ Data fit with Drucker-Prager type model with a 
cap

§ Strength appears higher than pressure-shear for 
low pressures, but no direct overlap à future 
work

UNCLASSIFIED
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� Experimental data pushed well beyond pressure-
shear data available in literature

� Yield surface described by capped Drucker-Prager 
model

� Yield surface appears to have higher strength than 
predicted from mesoscale simulations

GEO:
𝑑𝑌
𝑑𝑃

ൌ 0.35 𝑌ஶ ൌ 9 𝐺𝑃𝑎



IntersecZon of a non-Planar Shock with a 
Planar Interface 
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Mikhailov et al., 2007

§ Has similar sensitivity to Y but can be used for A≈0 or A>0
§ Non-planar wave generated by a sine wave on the impact 

surface of the driver – other approaches can be used
§ Approach developed by Soviet researchers (Bakhrakh et al., 

1997; Mikhailov et al., 1997) using recovery techniques

Ta

Cu

Cu

ηok = 2.0, Ao = +0.30



Conclusions and References
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§ Dynamic interface instabilities provide a useful way to probe material behavior
§ Tamped RMI experiments can provide strength information at high P and ̇𝜖
§ Tamper material varied to give desired conditions or can be the subject of study 
§ Standard jet materials (Cu, Au) being calibrated
§ High-speed radiographic imaging provides key information about behavior
§ With experience and additional characterization, it should be possible to do some 

tamped RMI experiments with laser velocimetry only
§ Scaling relations useful for design of experiments
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Dense Liquids
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