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Introduction
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Cloud Frontiers (1)
In FY2021 I served as the PI (Principal 

Investigator) of a small project focused 
on Multicloud Frontiers.

This category of project explores 
existing technologies that potentially 
could benefit multiple programs at 
Sandia Labs. They occupy a funding 
space between single-program applied 
work and multi-program research work.
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Cloud Frontiers (2)
The goal of my project as proposed was 

to explore leading-edge cloud 
capabilities that all the major cloud 
vendors were beginning to offer:

• Internet of Things (IoT)
• Edge Computing
• High Performance Computing (HPC)
• Quantum Computing
• Artificial Intelligence (AI) / Machine Learning (ML)

Although my title was Multicloud 
Frontiers, for logistical reasons AWS 
was almost solely my target cloud 
platform.

C2E and 
JWCC 

contracts are 
multicloud; 
DOE has 
Enterprise 
Agreement 
with GCP.



Unclassified Unlimited Release

Unclassified Unlimited Release

IoT vs. Edge Computing
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IoT Computing Paradigm
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Edge Computing Paradigm
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IoT Computing
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IoT Computing in AWS
AWS has a rich set of console-based IoT 

services as well as device SDKs
v1.4.9 of the Python IoT SDK was used 

because it bundles v1.11 of Greengrass 
Edge Computing SDK instead of v2.x.

Commercial/GovCloud only

Image Source: https://docs.aws.amazon.com/iot/latest/developerguide/what-is-aws-iot.html
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Finding AWS IoT Qualified Devices



Unclassified Unlimited Release

Unclassified Unlimited Release

AWS IoT EduKit

https://www.amazon.com/dp/B08VGRZYJR/
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AWS IoT Computing Architecture
MQTT (Message Queuing Telemetry 

Transport) pub/sub messages used for 
device communication since supports 
low bandwidth/high latency environments

Each IoT device (called a Thing) has a 
Shadow that the cloud can populate with 
a Desired value and the device can 
populate with a Reported value using 
MQTT and a REST API endpoint

Things can be typed and grouped
Device-specific PKI certs and associated 

IAM policies used for security
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IoT Prototype Architecture

BME280 
Temperature/ 

Barometric Pressure/ 
Humidity / (Altitude) 
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IoT Computing Prototype
3 Raspberry Pi 

devices with GPIO/ 
I2C sensors sent  
data to IoT Core

IoT Analytics 
created data table 
(dataset) from the 
data pushed by 
IoT Core

QuickSight pulled 
and visualized that 
dataset

Data from 
Raspberry Pi:

• CPU temperature
• Average CPU percent
• Number of processes
• WiFi signal quality

Data from GPIO/ 
I2C sensor:

• Ambient temperature
• Ambient humidity
• Ambient barometric 

pressure
• Altitude (calculated)
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Raspberry Pi IoT Computing Lab
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Results: QuickSight Dashboard
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Results: QuickSight Mobile App
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Mechanics: Raspberry Pi Sensor I/F
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Mechanics: Things (IoT Devices)
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Mechanics: PKI Certs with IAM Policies
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Mechanics: Auto Push to IoT Analytics
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Mechanics: scikit-learn Forecasting

Regression (fit model to recent historical data)

Prediction (near-term extrapolation)
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Mechanics: Subscription Table
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Mechanics: Updating to New Version
On Lambda dashboard:

• Change code and save it 
• Deploy new code and create new version

On IoT Core dashboard:
• Remove old version of Lambda function
• Add and parameterize new version of Lambda function 

(including all environment variables)
• Delete subscriptions for old version
• Re-create subscriptions for new version
• Reset deployment and deploy

Elapsed time: 10-20 minutes; error-prone
Mitigations

• Modified code to (mostly) run locally to debug syntax errors
• Used Jupyter Notebook for prototyping
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Mechanics: Jupyter Notebooks
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Mechanics: Group IAM Role / Policies
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High Performance Computing 
(HPC)
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HPC on AWS (1)
AWS provides an open source cluster 

management tool called AWS 
ParallelCluster. It stands up an HPC 
cluster using a configuration file and 
pcluster CLI commands.

Under the covers, AWS ParallelCluster 
creates and instantiates a set of nested 
CloudFormation templates.

• This is important to know because if something goes wrong 
in creating or deleting the cluster, the only way to delete a 
corrupted cluster is at the CloudFormation level.

• I have received many “Security Token Expired” or network 
errors trying to create or delete clusters.

https://github.com/aws/aws-parallelcluster
https://github.com/aws/aws-parallelcluster
https://github.com/aws/aws-parallelcluster
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HPC on AWS (2)
What standing up a cluster actually does 

is to create a master node (EC2 instance) 
that is configured for a particular HPC job 
scheduler, which will stand up compute 
nodes when a job is submitted.

AWS reduced support to two HPC job 
schedulers at the end of 2021.

• Slurm (popular; dynamically spins compute nodes up/down)
• AWS Batch

AWS has replicated the traditional batch-
oriented, command-driven interface for 
HPC. If it ain’t broke …

This is a 
significant 
behavior (and 
performance)  
difference 
from a 
dedicated 
HPC 
computer, 
where the 
nodes are 
always 
running
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HPC Example: Calculating PI (1)
First, configure pcluster itself (one time).

• $env:AWS_PROFILE="commercial" [if SRN PowerShell]
• pcluster configure

Next, stand up a cluster (~10-12 minutes)
• $env:AWS_PROFILE="commercial"

• pcluster create PI --config 
PiDemoCluster.cfg

Example output from cluster creation
• Beginning cluster creation for cluster: PI

• Creating stack named: parallelcluster-PI

• Status: parallelcluster-PI - CREATE_COMPLETE

• MasterPublicIP: <public_IP>

• ClusterUser: ec2-user

• MasterPrivateIP: <private_IP>
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HPC Example: Calculating PI (2)
Now SSH into master node using Public 

IP address and configured PKI key
• pcluster ssh PI -i <*.ppm key with 
restricted permissions>

• (Use PuTTY with *.ppk key in Windows.)

Download code and scripts from S3
Compile on master and run on cluster 

(~3-5 minutes)
• mpicc MPICalculatePI.c -o MPICalculatePI

• sbatch ./MPICalculatePI.sh

• {squeue | sinfo}

In MPI, one 
of the 
compute 
nodes is 
considered 
the root 
node
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Master Node and Compute Nodes
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HPC Example: Calculating PI (3)
Check output in *.out and *.err files

• Number of nodes was 12; pi calculated as 
approximately 3.1421713566497971; error from 
the PI25DT constant is 0.0005787030600040.

Slurm will spin down compute nodes 
automatically after a period of non-use

Other useful pcluster commands
• pcluster list

• pcluster status PI

• pcluster instances PI

• pcluster {stop | start | update}

Delete the cluster
• pcluster delete PI

Never was 
able to 
successfully 
request spot 
instances
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Running a CFD Simulation on AWS
A more typical HPC workload is a 

Computational Fluid Dynamics (CFD) 
simulation

OpenFOAM was chosen because it is 
open source

OpenFOAM was both compiled and 
executed in HPC mode

• Compiled with 36 nodes on 1 c5n.18xlarge EFA instance
• Executed with 108 nodes on 3 c5n.18xlarge EFA instances

The data plane for the nodes was a 
shared Lustre-based parallel file system

Visualized the output remotely and 
locally

Amazon FSx 
for Lustre

I also 
experimented 
with the FDS-
SMV fire 
dynamics 
simulator
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OpenFOAM CFD Simulation Flow
Stand up the CFD cluster

• pcluster create CFD -c ./CFD.cfg

SSH to master node of cluster
• pcluster ssh CFD -i ./<key_pair>.pem

Change directory to FSx shared file 
system; download OpenFOAM from S3.

From master node, compile OpenFOAM 
with 36 EFA-enabled compute nodes

• sbatch ./foam_compile.sh

From master node, execute OpenFOAM 
motorBikeDemo (108 EFA compute nodes)

• sbatch ./foam_submit.sh

Takes ~3-5 
minutes

Takes well 
over an hour 

Takes ~15 
minutes
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pcluster / slurm for CFD Prototype
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Remote Visualization with NICE DCV
Stand up a GPU-based visualization 

instance using a NICE DCV AMI
Attach to the same FSx for Lustre parallel 

file system as the CFD cluster
Configure DCV permissions and 

password and start DCV server
Install DCV client on local machine
Log in to visualization instance from local 

DCV client
Invoke remote visualization software, 

which ships pixels to the local DCV client

Will not work 
through SRN 
proxy
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Client Login to Visualization Instance
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Remote NICE DCV Viz with ParaView
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Elastic Fabric Adapter (EFA)
EFA is AWS’s high-throughput OS 

bypass networking capability used for 
demanding HPC jobs

• EFA is AWS’s equivalent of InfiniBand in traditional HPC
• The libfabric API is used with a plugin for AWS’s reliable 

UDP protocol called SRD (Scalable Reliable Datagram)

Available in a few high end 100 Gbps 
network bandwidth instances (such as 
c5n.18xlarge) which are put in the same 
placement group in the same AZ

Depends on AWS’s proprietary Nitro 
hypervisor, which is mostly HW-based

An attempt 
to 
approximate 
an HPC 
backplane 
as much as 
possible in 
the cloud
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EFA Layer Cake

https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/efa.html
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SRD Reduces Network Flow Congestion

SRD enables 
Equal-cost Multi-
Path routing 
(ECMP)

• Reduces network flow 
congestion (and thus 
collisions) by load-
balancing traffic over 
multiple paths

• Results in much greater 
network throughput

• The animated GIF shows 
equal cost paths between 
source (purple) and 
destination (yellow)

https://www.wikiwand.com/en/IEEE_802.1aq
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Linear Scaling with EFA

https://www.slideshare.net/insideHPC/navgem-on-the-cloud-computational-evaluation-of-cloud-hpc-with-a-global-atmospheric-model
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Quantum Computing
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Quantum Computing Introduction
Quantum computing is performed using 

quantum bits (Qubits), which exist in 
multiple simultaneous states [0:1]

• This phenomenon is called quantum superposition and is 
fundamentally a parallel processing play

• Qubits are notoriously unstable and only operative during 
very short time windows

 In the quantum world, if you measure it you change it

• PKI as we know it would no longer be effective in a quantum 
world (cf. Shor’s Algorithm)

Quantum entanglement occurs when 
some groups of simultaneous states 
correlate or interact with other groups of 
simultaneous states

Simultaneous 
states are not 
independent; 
entanglement 
can operate 
even at a 
distance. 

https://en.wikipedia.org/wiki/Shor%27s_algorithm
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Quantum Computing Flows
AWS Braket flow (to “explore” quantum)

• First, simulate and refine a quantum circuit on conventional 
hardware using a Jupyter Notebook coded in Python

• Then schedule a circuit computation notebook cell on 
quantum hardware, a.k.a. QPU (Quantum Processing Unit)

Sandia Quantum flow, using its own ion-
trap-based quantum computing capability 
recently made externally available, called 
QSCOUT.

• A proposal must be submitted and accepted to access
• QSCOUT is coded in Jaqal quantum assembly language 

(Just another quantum assembly language)
• Install the open source package JaqalPaq with samples, 

emulators, and transpilers from other quantum languages
• Python Jupyter Notebooks emit Jaqal code

https://www.sandia.gov/news/publications/labnews/articles/2021/03-12/QSCOUT.html
https://www.sandia.gov/quantum/Projects/QSCOUT_Call2021.html
https://www.sandia.gov/quantum/Projects/quantum_assembly_spec.pdf
https://gitlab.com/jaqal/jaqalpaq
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QPUs and Simulators on AWS Braket
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After Simulation, Run Cell on QPU

Source: https://aws.amazon.com/braket/hardware-providers/rigetti/
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Machine Learning (ML)
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The 5 Questions that ML Can Answer

Types of 
Learning:
• Supervised 

(e.g., 
classification)

• Unsupervised 
(e.g., 
clustering)

• Reinforcement 
(e.g., robotics)
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The Data Science Work Flow
 0. Prepare data (training, test, holdout) in ML-ready form
 1. Start with a simple regression or classification model
 2. 1D viz to inspect features for potential transformation
 3. Rerun the simple model
 4. 2D viz to compare features pair-wise for interactions
 5. Rerun the simple model
 6. 3D viz to see interactions between features and target
 7. Rerun the simple model
 8. Consider engineering (synthesizing) new features
 9. Rerun the simple model
 10. Dimensionality reduction and/or feature selection
 11. Rerun the simple model
 12. Repeat steps 1-11 using different estimators and deep 

learning approaches (i.e., transcend the simple model)
 13. Evaluate final model against the holdout dataset
 14. Save your model. General rejoicing.

It’s all about 
the data. 
Analyzing the 
data, 
visualizing 
the data, 
cleaning the 
data, 
handling 
missing or 
suspect data, 
transforming 
the data. 
Stated 
another way, 
data is 
primary, 
processing is 
secondary.
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Computer Science vs. Data Science

Source: xkcd
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ML Technology Landscape
“Traditional” (generally regression-

based) Machine Learning
• scikit-learn (the ML Swiss Army Knife)
• xgboost

Deep Learning (neural network-based)
• “Deep” refers to the multiple layers in the neural network
• Front-end APIs (which define model layers)

 Keras (used in TensorFlow; now deprecated in MXNet)
 Gluon (used in newer releases of MXNet)

• Back-end Frameworks (which run data through layers)
 PyTorch (Facebook; dynamic graph; more used for research)
 TensorFlow (Google; static graph; more used for production)
 MXNet (Apache; popular with AWS, which generally uses Keras)

The use of Jupyter Notebooks in Python 
is pervasive in data science

In static 
graphs, the 
layers define 
the 
computational 
graph in 
advance and 
data is 
injected at 
runtime. In 
dynamic 
graphs, the 
computational 
graph is 
defined on-the
-fly by the 
forward 
computation.
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Popular Types of Neural Networks
Multi-Layer Perceptron (MLP)

• Fully-connected, multi-layer neural network good for speech 
recognition and machine translation

Convolutional Neural Network (CNN)
• 3D arrangement of neurons good for classifying images

Recurrent Neural Network (RNN)
• Preserves temporal sequence information; good for text 

processing, speech recognition, and handwriting recognition.

Long Short-Term Memory (LSTM)
• RNN variant preserves long-term memory; good for speech.

Generative Adversarial Network (GAN)
• Generates “deep fake” exemplars from CNN models

Deep Learning CNNs were my ML focus

Neural 
networks are 
biologically 
inspired 
(neurons and 
synapses)
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Neural Network Chart

https://towardsdatascience
.com/the-mostly-complete-
chart-of-neural-networks-
explained-3fb6f2367464
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Installing Deep Learning Frameworks
Forward and backward passes through 

deep network layers are implemented 
using matrix-vector multiplication

This is fundamentally parallel, so GPUs 
are commonly used.

Unfortunately, each leading Deep 
Learning Framework (PyTorch, 
TensorFlow, MXNet) requires a different 
version of NVIDIA’s CUDA and cuDNN

• Makes it difficult (but not technically impossible) to support 
multiple frameworks on the same machine

AWS takes the curse out of that 
“undifferentiated heavy lifting”
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Options for Deep Learning on AWS
Launch a GPU-enabled EC2 instance 

using a Deep Learning AMI for the 
desired OS from AWS Marketplace

• SSH to the instance and invoke Jupyter Notebook. Choose 
kernel with desired framework and language version.

• Some environments (i.e., classified) may need to tunnel UI 
through bastion host and require security group changes.

Launch a GPU-enabled Jupyter Notebook 
instance from AWS SageMaker

• The only option that worked for me on the classified cloud
• Requires special tag values and IAM Access Role

Load the desired framework and 
language kernel from SageMaker Studio

SageMaker 
Studio is the 
most 
convenient 
and 
serverless, but 
currently only 
supported on 
AWS 
Commercial
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MNIST/Fashion-MNIST to Learn CNNs

https://deeplizard.com/learn/video/EqpzfvxBx30
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Several ML CNN Prototypes Created
 MNIST CNN on TensorFlow using Keras in 

SageMaker Studio Jupyter Notebook for model
• Two different layer structures used for the Keras CNN 

model; the first attempt overfit but the second didn’t.
 MNIST CNN on TensorFlow using Keras in 

SageMaker Notebook instance for tuning
• Required because of a SageMaker Studio container issue
• Completely restructured the Jupyter Notebook code to 

create endpoint and perform hyperparameter tuning
 Note that hyperparameter tuning (which takes about a half hour to 

run) does not tune or change the layers of the model

• Real-time inference with hand-drawn digits using endpoint
 MNIST CNN on PyTorch in SageMaker Studio for 

comparison
• Observed the differences in the way that dynamic model 

graphs and static model graphs are coded

Hyper-
parameter 
tuning just 
iterates over 
hyper-
parameter 
ranges and 
scrapes 
output results
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SageMaker Notebook For Tuning
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SageMaker Autopilot (AutoML)
SageMaker Autopilot automatically 

selects the combination of data 
preprocessing and machine learning 
algorithm that best fits your dataset

Basically, AutoML applies Machine 
Learning to Machine Learning

Constraints
• Regression or classification problems; not for deep learning.
• Data available in CSV format (with header row) in S3

SageMaker Experiments used to iterate 
over potential preprocessing & algorithms

Can deploy the best model as an endpoint 
for real-time inference

Took about an 
hour and a 
half using the 
default of 250 
models

F1 was the 
metric (a 
weighted 
average of 
Precision and 
Recall)
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SageMaker Autopilot Prototype
Created a SageMaker Autopilot (AutoML) 

experiment using a public domain 
housing price CSV data set from Kaggle

Deployed an endpoint based on the best 
model out of 250 iterations

Performed real-time inference on a test 
set using that endpoint

Calculated the Confusion Matrix
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SageMaker Autopilot in Studio
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Takeaways
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Takeaways
 AWS is representative of most cloud vendors and provides leading-edge 

capabilities in the cloud. However, only the ML capabilities—and only a 
subset—are currently available in both GovCloud and classified clouds.

 These capabilities are most useful when an organization already has a 
significant amount of data in the cloud

 However, the nature of the cloud is that it provides a flexible and agile 
sandbox for experimentation, exploration, and prototyping

 IoT computing is applicable when large numbers of sensors need to be 
processed and aggregated

 Edge computing capabilities are applicable to factory floor or fabrication 
environments, as well as in-theater battlefield contexts and sensor-based 
workgroups in general

 HPC and Quantum Computing capabilities may be less useful at National 
Laboratories that have internal access to such computing resources

 However, the rich set of Machine Learning capabilities in the cloud may 
prove very useful for rapid prototyping and domain exploration, and 
potentially to expose endpoints for real-time inference

66
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ML Demo



Unclassified Unlimited Release

Unclassified Unlimited Release

Q&A
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Backup


