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• Develop capability to assess regional impacts of 
climate change on the water cycle that directly 
affect the US economy such as agriculture and 
energy production. 

• A cloud resolving climate model is needed to 
reduce major systematic errors in climate 
simulations due to structural uncertainty in 
numerical treatments of convection – such as 
convective storm systems

• Challenge:  Cloud resolving climate model using 
traditional approaches requires Zettascale 
resources.  

• E3SM-MMF:   Use a multiscale approach ideal 
for new architectures to achieve cloud 
resolving convection on Exascale resources

– tests
– testt

Convective storm system nearing the Chicago metropolitan area
http://www.spc.noaa.gov/misc/AbtDerechos/derechofacts.htm

• E3SM-MMF approach addresses structural 
uncertainty in cloud processes by replacing traditional 
parameterizations with cloud resolving 
“superparameterization” within each grid cell of 
global climate model

• Super-parameterization dramatically increases 
arithmetic intensity, making the MMF approach one 
of the few ways to achieve exascale performance on 
upcoming architectures.

• Exascale + MMF approach will make it possible for the 
first time to perform climate simulation campaigns 
with some aspects of cloud resolving resolutions.  

Motivation Multiscale Modeling Framework (MMF)
• Develop an Earth system model with a fully weather resolving atmosphere and cloud-

resolving super-parameterization, an eddy resolving ocean and ice components, all while 
obtaining the necessary throughput to run 10-100 member ensembles of 100-year 
simulations.

• Definitions:  
– Cloud-resolving:  1km grid spacing in both horizontal and vertical directions.  
– Weather resolving:  50-25km horizontal resolution, ~1km vertical (the resolution of 
today’s global operational forecast models).   

– Eddy resolving ocean/ice:   minimum 18 km resolution in equatorial regions, decreasing 
to 6 km in polar regions to capture the reduction in eddy size with decreasing Rossby 
radius of deformation, with O(100) levels in the vertical.  

– Necessary throughput:  5 simulated-years-per-day.   

Exascale Challenge Problem

Exascale Readiness
GPU Acceleration of Ice and OceanAtmosphere Performance on Summit

E3SM-MMF Development

Transition from RRMTG to RRMTGP
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Progress towards Frontier

• E3SM-MMF “AMIP” simulations.

• CPU node vs 6 GPUs:
– w/ 3D CRM: excellent GPU 
speedup (>20x) and scaling

– w/ 2D CRM: 9x CRM speedup 

• Baseline GCRM projection
– Based on dycore GPU 
performance

• E3SM-MMF significantly faster 
and more efficient than GCRM 
approach on GPUs

• Benchmarks of the CRM: cloud resolving model used 
within each vertical column of the global circulation 
model (GCM).   The CRM represents about 90% of the 
cost of the full model.  

• SAM++:  rewrite of SAM in C++ using YAKL
• SAM++:  Continue to obtain good performance across 

architectures. Outperforms both openMP and 
openACC versions and compiler support much more 
robust

• AMD MI250 results (Crusher) competitive with V100 
results.  

● Using externally-developed RRTMGP radiative transfer 
package

● C++/YAKL version used in E3SM-MMF and SCREAM
○ Backends for multiple architectures
○ Great performance on Summit and Crusher
○ Now implemented into E3SM-MMF, and SCREAM C++ driver
○ Bit-for-bit with Fortran version on CPU

Performance of stand-alone RRTMGP/RRTMGP++ 
code on summit, comparing runtime utilizing 6 GPUs 
per node vs 2 CPUs per node

Sophisticated
heterogeneous

Sophisticated
heterogeneous

Node comparison: 2xP9 vx 6xV100

Performance as a function of workload
CPU Node (2 P9s or 2 Epycs) vs single V100 or Single MI250 (2 GCDs)

• Short-term OpenACC approach
• ~50% of code on device so far
• 2-3x overall performance improvement

• Local speedups for converted kernels 5-20x
• Ongoing work extending coverage

• Conversion to C++ and YAKL
• YAKL (Yet Another Kernel Launcher)

• https://github.com/mrnorman/YAKL/wiki
• Lightweight C++ portable layer for running on GPUs
• Supports Fortran-like multidimensional arrays for 

incremental porting
• Added infrastructure to bridge Fortran to C
• Converting loops to YAKL kernels

• Also refactoring for tightly-nested loops and improved 
GPU parallelism

• Testing in QU240 and EC30 configurations
• QU240: small problem for single-node studies, quasi-

uniform mesh with average spacing of 240km: 22732 edges, 
7233 cells and 100 vertical levels

• EC30: moderate-resolution production mesh in which the 
grid spacing varies with latitude, 60km in mid-latitudes but 
reduces to 30km in both equatorial and polar regions, 
719243 edges, 236768 cells and 60 vertical levels.

• Current EC30 performance using 256 ranks with 
1 rank/GPU: YAKL version is ~ 5% slower than 
baseline

• Only small fraction of code converted
• Low workload regime
• Expect similar/better performance to OpenACC 

conversion after YAKL regions expanded

! This exposed Fortran-side array to C++ layer

type(ocn_yakl_type), &

  BIND(C, NAME='c_cellsOnVertex') :: c_cellsOnVertex

C_DECOMP(cellsOnVertex)

// Wrap the pointer to the Fortran-allocated array within YAKL array

// so that it can be accessed directly in YAKL kernel.

extern "C" ocn_yakl_type c_cellsOnVertex;

cellsOnVertex = yakl_wrap_array("cellsOnVertex",

     static_cast<int *>(c_cellsOnVertex.ptr),

                 c_cellsOnVertex.shape[0], c_cellsOnVertex.shape[1]);

 yakl::fortran::parallel_for( yakl::fortran::Bounds<1>({1,nCells}),

    YAKL_LAMBDA(int iCell) {

       for (int k = minLevelCell(iCell); k <= maxLevelCell(iCell); 

            ++k) {…}

    });

Example F-to-C bridging for YAKL

Example YAKL Loop Form and Tighter Nesting for GPU Parallelism

yakl::fortran::parallel_for( yakl::fortran::Bounds<2>({1,nCells},{1,nVertLevels}),

    YAKL_LAMBDA(int iCell,int k) {

       if ( (k > minLevelCell(iCell)) && (k <= maxLevelCell(iCell)) )

       {…}

    });

SCORPIO I/O Performance
oSCORPIO is used by all 
E3SM components for 
reading input data and 
writing output

o Implemented support for 
ADIOS BP4 format

oSupport for long running 
E3SM simulations with 
ADIOS (without running 
out of memory)

oSCORPIO I/O performance 
statistics available for 
ADIOS

oReading ADIOS output files 
in BP file format now 
supported

oWorking on improving read 
performance

SCORPIO high level architecture 
showing interactions with external 

libraries and applications

SCORPIO Read Performance 
using ADIOS on Chrysalis 

(Preliminary results)

Mesoscale convective systems (MCSs) are major contributors to heavy precipitation and flooding 
around the world. MCS number is significantly better simulated in SP-E3SM than E3SM, both at 25 km 
grid spacing (top panels), leading to noticeable improvements in simulating total precipitation (bottom) 

during spring (March-April-May, MAM), when MCSs are prominent east of the Rocky Mountains. 

• A Multiple Atmosphere Multiple 
Land (MAML) framework of land-
atmosphere coupling is implemented 
in SP-E3SM.

• Compared to the default 
configuration (Multiple Atmosphere 
Single Land – MASL), MAML 
increases precipitation in India, 
Central Africa, and Amazon and 
reduces the dry biases in those 
regions.

• A normalized gross moist stability 
analysis suggests that MAML 
increases the precipitation in those 
regions primarily by increasing water 
vapor and hence large-scale 
moisture convergence.

Precipitation difference between MAML and MASLPrecipitation bias in MASL

(Lin et al., JAMES, in review)• PRECIP improvements: 2D vs 3D 
CRM, with and without momentum 
transfer. 
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