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Motivation

• The computational singular perturbation (CSP) method was first 
introduced by Lam and Goussis (1988).
• This method is useful for dynamical systems with wide range of 

time scales.
• It has been applied in gas phase kinetic modeling, as well as 

biochemical modeling for diagnostics and model simplification.
• CSP analysis for gas-phase and surface chemistry models has 

been implemented in open-source code, CSPlib: 
https://github.com/sandialabs/CSPlib. 
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https://github.com/sandialabs/CSPlib


Computational Singular Perturbation (CSP) Analysis 

oCSP basis vectors decouple the fast and slow 
subspaces. 

oEigenvectors of the Jacobian, i.e.                        ,  
provide first order decoupling of the fast and slow 
subspaces.

oFor chemical systems, CSP indices measure
contribution of reactions in the slow/fast subspace 
(Importance indices) and mode amplitudes 
(Participation index). 

ODE:
<latexit sha1_base64="Y80VeLD/fYWtSPRZZK5aogQHSew=">AAACa3icbVHLahsxFJWnj6TTR5xm12YhagIOFDMTQptNILSbrkoS6iTgcY2k0TjCekykO4Vh0Cf2A/oRWXXbQjX2LOKkFySOzrkP6YiWUjhIkl+96NHjJ083Np/Fz1+8fLXV33594UxlGR8zI429osRxKTQfgwDJr0rLiaKSX9LF51a//MGtE0Z/g7rkU0XmWhSCEQjUrD/PCktYk2dUNbX3TQ4eH+P2NPfDFbmPs5uK5N2OVyTOhMaZInBNaXPuv3/F6/oQjpP9rlPtZ8msP0hGyTLwQ5B2YIC6OJ31b7PcsEpxDUwS5yZpUsK0IRYEk9zHWeV4SdiCzPkkQE0Ud9NmaYjHe4HJcWFsWBrwkr1b0RDlXK1oyGyf4O5rLfmeqv/JkwqKo2kjdFkB12w1q6gkBoNbg3EuLGcg6wAIsyJcF7NrEkyG8A1rg6gxCyDU+TiOgz/pfTcegouDUfphlJ4dDk4+dU5torfoHRqiFH1EJ+gLOkVjxNBP9Bv9QX97t9FO9CbaXaVGva5mB61FtPcPlKC8Rg==</latexit>

dy

dt
= g(y) y 2 RN y(t = 0) = y0

Expand RHS in CSP basis:
<latexit sha1_base64="5gDDUZMBgg+MhIworjOodCKbwXw=">AAACMHicbVDLSgMxFM34dnxVXboJFkFQyoyIuhGKblxJBVuFtpYkzdTQZDIkd4QyzE/4Ka7c6lfoStwK/oOZtgtfB0IO59xHcmgihYUgePUmJqemZ2bn5v2FxaXlldLqWsPq1DBeZ1pqc02J5VLEvA4CJL9ODCeKSn5F+6eFf3XHjRU6voRBwtuK9GIRCUbASZ3SbouqrJfjY4wLRvJOGN2EeAe3uhpscY/U8+jm3O+UykElGAL/JeGYlNEYtU7p041hqeIxMEmsbYZBAu2MGBBM8txvpZYnhPVJjzcdjYnitp0Nf5XjLad0caSNOzHgofq9IyPK2oGirlIRuLW/vULcpeo/u5lCdNTORJykwGM22hWlEoPGRUq4KwxnIAeOEGaEey5mt8QQBi7LH4uo1n0g1Oa+X+QT/k7jL2nsVcKDSnixX66ejJOaQxtoE22jEB2iKjpDNVRHDN2jR/SEnr0H78V7895HpRPeuGcd/YD38QUmkKdP</latexit>

g = a1f
1 + · · ·+ aNfN

<latexit sha1_base64="lS3vuRB0bKDhar5GQDPkQqMDjPI=">AAACo3icdVFdaxQxFM1M/ajj11Z9EyW4FITKMiPS+lIo+iJIpUq3LexMhyR7Zxs2H0OSUZeQd/+if8LfYGa7D25bLwQO59577s25tBXcujz/naQbt27fubt5L7v/4OGjx4OtJydWd4bBmGmhzRklFgRXMHbcCThrDRBJBZzS+cc+f/odjOVaHbtFC5UkM8UbzoiLVD34VVLpZwHv47JTUzDUEAa+tJ2sPd8vwvlhX0BCzZtzHmo/q30pibsw0jfEuhBK0rZG/8R5wDs3ahzuRJUv/1WxQv8IIWT1YJiP8mXg66BYgSFaxVG9lWyUU806CcoxQaydFHnrKk+M40xAyMrOQkvYnMxgEqEiEmzll5YFvB2ZKW60iU85vGT/7fBEWruQNFb2i9qruZ58Q+VN6UnnmveV56rtHCh2OavpBHYa9yfAU26AObGIgDDD47qYXZBomouHWhtEtZ47Qu3aZ7wkc2AgRMiy3rbiqknXwcnbUbE7Kr6+Gx58WBm4iZ6jV+g1KtAeOkCf0BEaI4b+JM+SF8nLdDv9nH5Ljy9L02TV8xStRVr9BbBt0jw=</latexit>
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D. Goussis, H. Lam (1988--), M. Valorani ('90s--). Comb. 
Sci. Tech.; Comb. Flame; Comb. Theo. Mod.

<latexit sha1_base64="tz2c3YEPPsVx6fKV2dlAr6hv/jQ=">AAACT3icbZDPSxwxFMcza+uPaWtXPXoJXQoWyjIjUr0IohfpSaGrws4yvGTfrHGTyZBkhGGYf8S/xqveeuxf4k2a3Q60q30Q+PD9vuTlfVkhhXVR9CvoLL15u7yyuha+e/9h/WN3Y/PC6tJwHHAttbliYFGKHAdOOIlXhUFQTOIlm57M/MtbNFbo/IerChwpmOQiExycl9Lu3ve0FjcNPaRJZoDXSQHGCZB0kgq6kzBVV80X2vzVq/SmSbu9qB/Ni76GuIUeaess3QiWkrHmpcLccQnWDuOocKN69iaX2IRJabEAPoUJDj3moNCO6vl6Df3slTHNtPEnd3Su/nujBmVtpZjvVOCu7UtvJn5l6n/2sHTZwagWeVE6zPmfWVkpqdN0FhcdC4PcycoDcCP8dym/Bp+U86EuDGJaTx0wu7BMrWCKHKVswjD0scUvQ3oNF7v9+Fs/Pt/rHR23Aa6SbfKJ7JCY7JMjckrOyIBwckfuyQN5DH4GT8Fzp23tBC1skYXqrP0GlxqywQ==</latexit>

Jij =
@gi(y)

@yj
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https://combustion.llnl.gov/mechanisms/alkanes/n-heptane-detailed-mechanism-version-3
Number of species : 654 Number of reactions: 2827

CSP Helps Uncover the Dynamics of Complex Kinetic Models

Kinetic models exhibit a wide range of 
time scales.

Number of exhausted modes

Temperature

Fastest time scale in the slow-space 

Number of inactive models during 
the ignition for n-heptane. 
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• CSP analysis for DAE/ODE of catalysis systems has been implemented in the  
open-source code, CSPlib: https://github.com/sandialabs/CSPlib.
• In CSPlib, computations can be executed on modern computing platforms, 

i.e, GPUs and many-core CPUs.

Oscar Diaz-Ibarra, Kyungjoo Kim, Cosmin Safta, Judit Zador & Habib N. Najm (2021) 
Using computational singular perturbation as a diagnostic tool in ODE and DAE 
systems: a case study in heterogeneous catalysis, Combustion Theory and Modelling, 
DOI: 10.1080/13647830.2021.2002417

We Extend the CSP Method to Handle DAE Systems.
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https://github.com/sandialabs/CSPlib


Schematic of CSPlib
github.com/sandialabs/csplib

Kinetic Model 
(Chemkin file,
Cantera-Yaml)

Database of State 
Vectors (y)

RMG
Model Kernel Index

Third Party Libraries
Tines:

Solver for eigensolution and inverse matrix, in 
addition matrix multiplication 

TChem:
Support  for complex kinetic 

model 

Core

Kokkos Parallel Programming Model

Rate of Progress

S matrix

Source Term 

Jacobian

Right CSP Basis Vectors

Left CSP Basis Vectors

Mode Amplitude

Time Scales

Number of Exhausted 
modes

Participation 
Index

Slow Importance 
Index

Fast Importance 
Index

CSP Pointers
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CSP Tasks in the Kernel/Index Class Are Linear Algebra Operations, E.G., 
Eigensolver, Matrix Inversion, Matrix-Matrix Multiplication.

Rate of progress, S matrix, 
Source term, and Jacobian 
(TChem routines) are non-
linear operations. 

https://github.com/sandialabs/TChem

Tines

https://github.com/sandialabs/Tines

Time Integration, Newton 
and Eigensolver
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<latexit sha1_base64="9/yZHuD/3+6Bnr4qeDbiP+nHmB0=">AAAF53icrZRLbxMxEMe3bQJlebVw5DKiAnGgbVIh4NgHRRRaFOhTaqLK651NrHjtle1tEy35DNwQVz4Pn4Bvw+wmjTZtekE4UjTyeP6/eXgdJFJYV6v9mZmdq1Rv3Z6/49+9d//Bw4XFR0dWp4bjIddSm5OAWZRC4aETTuJJYpDFgcTjoLuV+4/P0Vih1YHrJ9iKWVuJSHDmaOtsce637zcDbAuVORakkplB9o0Xv4Hf7OSy4Dcd9lwQZVv7DSkCcMx2B/AcLrcPSBd0BDpBU8iWnbsiMMz0B9Bswljwq2h3HJAcbDIrLBwhd9pYiopZFzlKmQ2PoGijOh96IWeQCnxkXAeCFZgD0rOruxuNja1PE4hdjKYQoIzYY86IHgiVNwhH6uYa9xqm4ND/iETOGGGfM4lUQVk/lU7QEPNen+OYQ9GEGhKYTJEARBj1dqIG2NMhwkZMGi4NsZz7O1QkFRcVLA8TpdC4RMzHcJn5pOznNA7Q5Els9zostQ7DgpR3Z8cVM6R0LTLDOzellne2oYWi4zDR1G2JMSq3fCHG+eWBUzKbJttgxgkukuIU7KgQezdWfZM4DMbiq8PqSwTw96W+gJ040cYxxfEfIaUKpkHeM+umQOA/Y5qowvF3C/7ZwlJtpVYsuG7UR8aSN1qNs8WZuWaoeZpPjEtm7Wm9lrhWVkxBIr0AqcWE8S5r4ymZisVoW1nx7AzgGe2EENHNi7RyUOyWIzIWW9uPAzpJ9XXsVV+++TKIp7lPUxe9bWVCJalDxYesKJXgNOTPGITC0KWXfTIYN4LSBd5hhnG6kJOgQOsutchOFJNdjmHg+3nb6lebdN04Wlupv16pf3m1tL45auC898R76r3w6t4bb9374DW8Q49X1ionFVYJqqL6vfqj+nN4dHZmFPPYm1jVX38BQPPviQ==</latexit>

CSPlib task Type of operation Library

Right CSP Basis Vectors
Right eigenvectors of

Jacobian
Tines/LAPACK

Left CSP Basis Vectors
Matrix inverse of
right eigenvectors

Tines/LAPACK

Time Scales
Multiplicative inverse

of eigenvalues
CSPlib

Mode Amplitude
Dense matrix-vector

multiplication
Tines

Number of Exhausted Modes Iterative search CSPlib

CSP Pointer
Element-wise matrix

multiplication
CSPlib

Participation Index
Dense matrix-matrix

multiplication
CSPlib/Tines

Slow Importance Index
Dense matrix-matrix

multiplication
CSPlib/Tines

Fast Importance Index
Dense matrix-matrix

multiplication
CSPlib/Tines



To effectively use modern computer 
platforms, CSPlib computes many CSP 
analyses in parallel, i.e., batched 
computation.   

“Kokkos Core implements a 
programming model in C++ for writing 
performance portable applications 
targeting all major HPC platforms.”

Kokkos offers:
• Parallel computing patterns
• Data management (View)
• Backend: CUDA, HIP, SYCL, HPX, 

OpenMP and C++ threads

9

https://github.com/kokkos/kokkos

CSPlib uses Kokkos as parallel programing model. 

A single version of CSPlib is used for both CPU and GPU, mapping the code to OpenMP 
and CUDA backends respectively. 



Case Study: Testbed Machine Specification

CSPlib copies database from host to device when the CSP analysis starts.   

<latexit sha1_base64="EQqnodbFfgq2mFyssNWwe1H6ajI=">AAADpXicbVLbbhMxEN0mXEoKtIVHXiyiAi9s19uSBnhJk6K0EluCmqSVulHk9U4aK971YnuhIcrf8FN8An+BnSahF+Zlzsyc8Vw8UcaZ0p73e6VQvHf/wcPVR6W1x0+erm9sPusqkUsKHSq4kGcRUcBZCh3NNIezTAJJIg6n0ahh46ffQSom0rYeZ9BLyEXKBowSbVz9zZVfCIURXLB0okmUcyKnE0rptISMhFpkMucwM7baoHQEMXqF6pyMwOhTIObtt41W55/RNEYYXmWECYuX+S0pKCglpOGio3qAWuIHyPfGOu4eHRztoy72vEVq+C0nsQUm7F/6Xm3HrTQPfxqr6qGToIbdd9ZcsK/XCcuoPTQriJUttGvY7W0qpO03IZfI93ar2yfBIrVB6NCGEPY9FNQNqlj12V8QAkiEHFvGjmE0LQNXrF48IJKMcbBTNY87aM/1ZxM1Ggh7Ll6wPl0CddFJRqgt9iWDNGgZ0Ogc7C+HiITWIpnPEUIaL3+k1N8oe643E3QX4DkoO3Np9Tf+hLGgeQKpppwodY69TPcmRGpGOUxLYa7ANDMiF3BuYEoSUL3J7JymaMt4YjQwPzUQqUYz7/WMCUmUGieRYSZED9XtmHX+L3ae60G1N2FplmtI6VWhQc6RFsjeJoqZBKr52ABCJTO9IjokklBtLvhGlUiIkdmOmpbsbvDtTdwFXd/FFRd/3S3X6vMtrTovnJfOGwc7e07NOXRaTsehhbUCLnwofCy+LgbFdrF7RS2szHOeOzek2P8LIbUESg==</latexit>

Processor IBM Power9 NVIDIA V100
2x20@3.6GHz 80 SM@1.5GHz

# Threads 4 SMT/core max 2048/SM
Cache 120 MB 6 MB L2
Memory 320 GB 16 GB
Compiler GNU 7.2 NVCC 10.1

Exec. Space OpenMP CUDA
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Case Study: Chemical Kinetic Models
<latexit sha1_base64="1Mso09gZrOqrp9P7kzOZ66Xj5zo=">AAADp3icbZLdbtMwFMezlo8RGGxwyY1FB1ovVsVp13USSBO7YEhUG4N9oKWqHOd0tebYke1MKlFfh3fiEXgLbLcq3caRonNy/P/52McnLTjTJop+r9TqDx4+erz6JHz6bO35i/WNl2dalorCKZVcqouUaOBMwKlhhsNFoYDkKYfz9PrArZ/fgNJMiu9mUsAgJ1eCjRglxqaGGyu/khSumKgMSUtO1LSiStFpmBhZqJJD2JcZcLRs71DSQN8KoAz0/O8ECHX7+f8TGIECQQElSZjkLHP7ODDcTHJixiqvDodVPJ1uOjVCvZnDe87/AGNAITCI8Bbawnt7uIncRgv24MiB/hwId2Zsu+0LE/GTLdA4wvEM/XTyuQ90jNqtaHEFtOMR1I53nLeSba+5cSLH4qYlxXZmr0+JgH+Xx1HXk504cv5LKZdLdprIc2MozBJmhd0df9i4F+8634cxXwaxB5NUGiNz3/kERLZ4luF6I2pF3tD9AM+DRjC34+H6nySTtMxBGMqJ1pc4KsygIsowysE+cKmhIPSaXMGlDQXJQQ8qP1BT9NZmMjSSyn7CIJ9dJiqSaz3JU6t0r6Lvrrnk/9YuSzPqDSomitLYCZkVGpUcGYncdKKMKaCGT2xAqGL2rIiOibLTZWf4VpVUymvbHD0NQ9sbfLcT94OzuIW7Lfy109j/OO/SavA6eBNsBTjYDfaDw+A4OA1oba3Wrr2vfag360f1s/rFTFpbmTOvgltWJ38BItQC1Q==</latexit>

Model # Species # Reactions Reference

H2 8 19 Yetter et al. (1991)
CO 14 33 Ranzi et al. (2012)

GRIMech 3.0 53 325 GRI-Mech v3.0 (2011)
n-dodecane 106 420 Luo et al. (2014)
n-heptane 654 2827 Mehl et al. (2011)

• Constant pressure ignition reactor configuration (from TChem)
• Batch parallel computation (vary the number of input states) 
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GPU CPU

Eigensolver is the most expensive task in the CSP analysis, as expected.

• Kinetics models size affects the 
performance of CSPlib in 
GPUs/CPUs.

• The computation of CSP indices 
is significant for large kinetic 
models because of the number 
of species and reactions.

https://github.com/kokkos/kokkos-
tools/tree/master/profiling/simple-
kernel-timer-json

• H2 : 500, 000 state vectors
• n-heptane : 100 state vectors
• Read/write files is not included.

12“All the rest”: tasks with less than 0.5 % w.r.t. total time.

https://github.com/kokkos/kokkos-tools/tree/master/profiling/simple-kernel-timer-json


H2: 9 variables N-heptane: 655 variables

GPU Eigensolver Is Faster Than the LAPACK Routine for Small Kinetic Models. 

Due to limitations of GPU memory, the number of state vectors for large kinetic 
model cannot be increased. 
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Documentation: 
https://docs.nersc.gov/tools/performance/roofline/

https://gitlab.com/NERSC/roofline-on-nvidia-gpus

• Arithmetic Intensity (AI): ratio of total floating-point 
operations (FLOPs) to the total data movement 
(Bytes).

• Performance FLOPs/s : computational throughput. 14

How Does CSPlib Compare with Peak Performances in GPUs? 

• To compare application performance 
vs machine capabilities.

• To track code progress.
• Information: run time, the total 

number of FLOPs performed and 
bytes moved.

• Profiling data is produced by Nsight
Compute (NVIDIA) to produce roofline 
charts. 

https://docs.nersc.gov/tools/performance/roofline/
https://gitlab.com/NERSC/roofline-on-nvidia-gpus


H2: 9 variables/19 reactions
Batch size : 500,000 samples 

N-heptane: 655 variables/ 2827 reactions
Batch size : 100 samples

Compute-bound

Bandwidth-bound

Compute-bound

Bandwidth-bound

According to Roofline Model,  Most of The CSP Tasks Are Considered to Be 
Bandwidth-bound. 

Jacobian

Jacobian

Participation indexParticipation index

Many tasks are close to peak performance, e.g, Participation index. 
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Conclusions
• We developed an open-source code, CSPlib, and analyzed its 

performance on modern computing platforms using wall-clock 
time profiles and roofline charts.  
• The most expensive tasks in CSPlib are: eigensolver, matrix 

inversion, and Jacobian evaluation; which are expected in the 
CSP analysis. 
• According to Roofline model,  most of the CSP tasks are 

considered to be bandwidth-bound. 
• GPU implementations of CSPlib (TChem/Tines) are faster that the 

CPU implementation for small kinetic models (H2, CO, GRI3). 
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