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Learning Logical Relationships in Binary Data
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We would like data-driven approaches to learn plausible logical relationships 
between Boolean claims (true or false).

We could design neural networks for this, but what would make them 
efficient?

We always worry about expressivity and trainability.

As there are many, arbitrarily complicated, functions that may explain the 
training data,

we would also like to suppress some form of logical complexity.

For example, we may desire to fill in missing data within binary 
sequences:



Typical Activation Functions
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The commonly used activation functions we might consider are: Rectified 
Linear Units (ReLU), MinMax1, MaxAIL2

Gidon et al.3 showed that a single human neuron is capable of learning the 
exclusive disjunction (xor).

None of these activation functions can achieve this in a single layer.

Lowe’s pairwise activation functions2 hardcode functional relationships 
corresponding to and, or, and xnor in a single layer.

Our approach allows arbitrary n-argument truth functions in a single layer.
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Truth Functions and Logical Arity
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Boolean logic is typically formulated in terms of elementary 
functions, conjunction (and), disjunction (or), and negation (not).
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Notation
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It is important to correctly distinguish potential truth states from 
corresponding belief states (probabilities) from the representations of 
belief.



Generalizing Truth Functions to Belief Functions
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To fully incorporate uncertainty into Boolean logic, we need to 
account for uncertainty in antecedents, consequents, and the truth 
table (belief table). Evaluating the resulting belief function is the usual 
marginalization,

Belief Hypercube



Products and Vanishing Gradients
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Suppose we represent the belief table in conjunctive normal form. 

Within each product, every factor suppresses the gradient, thus 
creating a sensitivity problem (ill-conditioning). If we turn the learning rate 
up, then once a vertex becomes plausible, the parameter updates 
become unstable.  

The gradient can change by 
orders of magnitude during 

training!



Logit Representations
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Outputs
Inputs

For example, binary truth functions with only antecedent and consequent 
uncertainty (certain conditionals) would be

There is also an issue with ensuring coherent antecedent probabilities. 
We can fix both of these problems by working with logit representations.  



Generalized Unary Belief Function
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Belief Vertex

Rather than using fixed truth functions, we would like to parameterize belief 
tables so that our data can drive any logic that is useful. The logit 
construction, including conditional uncertainty, of the general unary belief 
function  

This result is mildly interesting, but mostly horrifying. Such functions 
are very expensive to evaluate (and differentiate), and this is just the 
unary case! 
* This probably isn’t even numerical stable because we are moving the most important arithmetic into the exponent and 
backing out. 

*

General Unary Marginalization:



Log Sum Exp Max Approximation
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Just as the log is a functor, mapping 
multiplicative composition to additive 
composition,
The log also approximately maps additive 
composition to maximization.

This approximation is particularly good when the 
maximizing term dominates by an order of 
magnitude. 



Unary Activation
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Applying LSEM to the generalized unary marginalization gives the simple 
formula,

LSEM Approximation for Unary 
Activation Sparse gradients 

with no attenuation!



What do these function look like?
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Even just the unary case subsumes ReLU activation. Note that the 
approximation error overestimates consequent uncertainty when the 
antecedent y is uncertain. As y increases, z reaches the asymptote early. 



Applying the LSEM to Binary Functions
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Any of the 16 binary truth tables can be obtained by a negation pattern 
of arguments for one of the functions below.

We could certainly hard-code a collection of these unary and pairwise 
activations, but can we do better?



Adaptive N-ary Activation
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If antecedent probabilities are independent, then every higher arity 
marginalization has a simple recursive structure,

This means any higher-arity logic 
can be built by composing unary 
functions.

Okay, so what’s this about?



Logical Complexity and Sparsity
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But if we change the parameter 
basis, then a powerful property 
emerges: Kronecker 

product (power)



Reducing Complexity via Effective Arity
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Writing the same function using arguments 1 and 3 of a ternary function 
gives

Binary Representation

Ternary Representation



Reducing Complexity by Increasing Uncertainty
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We can also reduce complexity by increasing consequent 
uncertainty. This is a foundationally-desirable property for principled 
uncertainty quantification in automatic abstract learning algorithms.



Experiment 1 Setup
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Single-Layer High-Arity Logic
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Our activation functions can learn arbitrary logic in a single layer, 
provided the activation arity is greater than or equal to that of the ground 
truth.



Early Competitive Results
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Substituting our activation functions in standard networks with standard training 
often outperforms other activation functions. Ternary logic seems to be a 
good choice. Yet, we know that quaternary logic subsumes ternary logic, 
thus it remains to be understood how to efficiently exploit complexity 
suppression during training.



Summary
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Thank you!
arXiv: 2203.08977

Email: jaduers@sandia.gov


