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s x GMRES

GMRES is a specific KSM for non-Hermitian systems designed s.t.

Xm = argmin ||b— Ax||,
XEKm(A,b)

Say we want to solve a general linear system with multiple RHS
AX = B for A€ R™" B € R"™**

@ We can set up s separate systems Ax; = b; fori=1,....,s

@ Using GMRES on each system, we get a solution X, where:

(Xm)i = argmin ||bj — Ax||,
xEKm(A,b;)

@ Equivalently,

Xm = arg min |B — AX||¢
XEKm(A,b1)x X Km(A,bs)
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Block Krylov Subspaces

Say we want to solve a general linear system with multiple RHS
AX = B for A€ R™" B € R"™*

Definition
First, define

Bm(A,B) = Km(A, b1) + -+ + Km(A, bs)
The Block Krylov subspace with m blocks of width s is defined as

B2(A, B) = Bi(A,B) X - x Bm(A, B)

s times

NOTE: Km(A, by) x -+ x Km(A, bs) C B2(A, B)
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Overview of Block GMRES

Block GMRES (BGMRES) is a specific block KSM for non-Hermitian
systems designed s.t.

Xm = argmin ||B— AX||¢
XeBU(A,B)

IMPORTANT!

Since Km(A, b) x -+ x Km(A, bs) C BS(A, B), BGMRES will converge in
fewer iterations than GMRES on each of the s RHS separately
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Overview of Block GMRES

The following shows the solution space for each column of the computed
solution X for s x GMRES vs BGMRES

X1 X2 S Xs

m m m
s x GMRES: Km(A, by) Km(A, by) Km(A, bs)
BGMRES:  Km(A, b1) + -+ Km(A bs)  Km(A, by) + -+ Km(A, bs) Km(A, br) + -+ Km(A, bs)

@ As s increases, each column of the BGMRES solution uses more
information, so the number of iterations to converge decreases.

@ This is not the case for s x GMRES.
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Overview of Work: Two Messages

@ GPUs excel with parallel tasks that block Krylov methods rely on
(e.g., BLAS3/spmv)

@ Sometimes, block Krylov methods perform better than single RHS
methods on CPUs

@ Perhaps block Krylov methods are more attractive on GPUs

Given AX = B, we compared the runtime of solving the system using:
@ s x GMRES on a CPU
@ s x GMRES on a GPU
© BGMRES on a CPU
© BGMRES on a GPU
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Overview of Work: Two Messages

Message 1

There are cases where s x GMRES is faster than BGMRES on the CPU,
but the reverse holds on the GPU
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Overview of Work: Two Messages

There are cases where s x GMRES is faster than BGMRES on the CPU,
but the reverse holds on the GPU

Message 2

On GPUs, performance gains of non-restarted BGMRES over s x GMRES
are diminished as the number of RHS s grows.

There is an optimal number of RHS s where non-restarted BGMRES is
most effective over s x GMRES
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Comparison of Block vs Non-Blocked GMRES

To solve AX = B with A € R™" s = number of RHS, m = number of
iterations until convergence, nz = number of non-zeros in A:

Algorithm s x GMRES: m iter.

Algorithm BGMRES: m iter. L fork=1,...,s do

2: B = bk — A(Xo)k
1: B=B - AXp 3: B=|Bl,,vn=B/p
2: [V4, B8] = qr(B) 4: forj=1,....,mdo
3: forj=1,...,mdo 5: w = Ay,
4: W = AV; 6: fori=1,...,jdo
5: fori=1,...,j do 7:
6: 3:
7: 9: end for
8: end for 10:
9: 11: end for
10: end for 12: ym = arg min||Hy, — Bei |,
11: Y, = argmin||[HYn — BEi 130 V=[vi|.|vm]
12: V = [Vll- . .|Vm] 14: (Xm)k = (Xo)k + Vym
13: Xin = Xo + VY 15: end for
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Comparison of Block vs Non-Blocked GMRES

Key differences:
@ s x GMRES requires s times more accesses of A than BGMRES
o BGMRES uses s times more FLOPs in the orthog. step than
s x GMRES

Observation 1
If mgemrEs = %ﬁ BGMRES will be about as fast as GMRES

Even if mggymres =~ mepmres, BGMRES can outperform s x GMRES if
FLOPs are cheap and accessing the coefficient matrix A is expensive

A\

Observation 3
The benefit of BGMRES over s x GMRES is a balancing act between
fewer accesses of A and a more expensive orthog. procedure

v
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Experimental Results: n = 112,211

We tested BGMRES/GMRES on matrices from UFSMC on CPUs'& GPUs?with
random RHS, and analyzed

Block Speedup = TimeGMREs/TimeBGMRES

Block Speedups: CoupCons3D (n = 416800, Sparsity 0.00994543%)
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Experimental Results: n = 112,211

We tested BGMRES/GMRES on matrices from UFSMC on CPUs'& GPUs?with
random RHS, and analyzed

Block Speedup = TimeGMREs/TimeBGMRES
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Experimental Results: n = 47,072 (with Restart

@ Restarts can make convergence behavior less clear
@ Do we get a clear optimal number of RHS with restarts?
o Not necessarily

. Rlock Speedups: vanbody (n = 47072, Sparsity 0.105113%)
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Theoretical Runtime Model

We built a theoretical model of the runtime for GMRES and BGMRES via a
latency-bandwidth model (inspired by Hoemmen).

Split the runtime of the algorithms into two components:

© Communication time

The time required to send a message of m words is modeled by:

TimeMessage(m) =a+pB-m

a = latency (in sec), 8

© Floating Point Time

inverse bandwidth (in sec/word)

Time required to execute m floating point operations is modeled by:
Timegops(m) =y - m
~ = inverse floating point throughput (in sec/flop)
By counting operations, we get runtime models for BGMRES and GMRES
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Theoretical Runtime Model

By counting operations, we get runtime models for BGMRES and GMRES:

Data Movement
Timegemres(n, nz,m,s) ~a-m+ 3 -nz-m
2.2 2
+v-(2nz - ms+ 2nm“s° + 2nms
v ( , )

spmv Block Orthogonalization

Data Movement

Timegwmres(n, nz, m,s) ~a-ms+ - nz-ms
-(2nz - 2nm?
+ - (2nz - ms + 2nm“s + 3nms)

spmv Orthogonalization

nz = number of non-zeros in A € R"*"

s = number of RHS, m = number of iterations required for convergence
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Modeled vs Observed Speedups: non-restarted case

Both observed and modeled Block Speedups have a clear optimal number of RHS

GPU Modelled: CoupCons3D

GPU Observed: CoupCons3D
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Modeled vs Observed Speedups: restarted case

Although the restarted case exhibits multiple peaks in Block Speedup, the
runtime model captures this behavior relatively well

GPU Modelled: vanbody

GPU Observed: vanbody
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Conclusions: BGMRES vs s x GMRES

Message 1

There are cases where s x GMRES is faster than BGMRES on the CPU, but the
reverse holds on the GPU

Message 2

There is an optimal number of RHS s where non-restarted BGMRES is most
effective over s x GMRES

@ Why? As s increases, the extra cost of FLOPs in the block orthog. process
eventually outweighs the savings in data movement

Our runtime model captures the qualitative behavior of the Block Speedup
effectively with and without restarts J
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Thank You!

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering
Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell International, Inc., for the U.S. Department of Energy’s
National Nuclear Security Administration under contract DE-NA-0003525.

This work was in part supported by the Exascale Computing Project (17-SC-20- SC), a collaborative effort of the U.S.
Department of Energy Office of Science and the National Nuclear Security Administration.

This research includes calculations carried out on HPC resources at Temple University.
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