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Motivation
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• Deep learning (DL) has become popular tool for finding 
trends in hyperspectral imagery (HSI)

• Traditional DL does not quantify uncertainty of 
predictions
• This is problematic for high consequence problems

• Bayesian neural networks (BNN) provides uncertainties 
for powerful DL predictions



Target Detection Example
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Bayesian Neural Network

41Image credit: A Batched Scalable Multi-Objective Bayesian Optimization Algorithm https://arxiv.org/pdf/1811.01323.pdf

Input spectrum from pixel i



Operationalizing Decisions using Uncertainty
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HC Set Example
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Pixel in HC set since
 lower bound of 
80% credible interval > 0.8
 

Pixel NOT in HC set since
 upper bound of 
80% credible interval > 0.2
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• Locations 1,2,6,7,8 are in 
the HC set

• Locations 3,4,5 are not in 
the HC set 
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How do we train a BNN?
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• Markov Chain Monte Carlo (MCMC)
• Very accurate
• Relatively slow
• MCMC’s approximation improves as the number of MC samples increases

• Variational Inference (VI)
• Very fast
• Mean-field assumption can affect accuracy of results
• VI’s approximation improves as the sample size n increases 

Image credit: Adaptive MCMC for multimodal distributions. The Annals of Statistics. 2020.

VI is constrained in its ability to approximate the 
posterior by data size and MCMC is constrained by 

computation time. 

MCMC Random Walk

VI Schematic



Megascene
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Megascene Targets
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We manually add targets (green paint) to the 
scene
• 125 green discs in each of the 9 scenes, in 

different locations for each scene
• Radii of discs ranges from 0.1 to 4m
• Scene contains other green elements with 

similar spectral signatures



BNN Architecture Details
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• 3 hidden layers
• 10 nodes per layer
• Sigmoid activation functions
• Priors on all model weights ~ N(0,10)
• Do fPCA on each spectrum, and use first 25 PCs as input features for that pixel



Comparison of MCMC vs VI and Full vs HC
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• MCMC vastly outperforms VI at low 
target abundance levels
• Methods converge at ~35% target 

abundance for HC data
• MCMC outperforms VI for full data 

at all target abundances

Proportion of observations in HC set



Doesn’t P(Y=1|X) give my uncertainty?
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P(Y=1|X)

P(Y=1|X)

Distribution of estimates with CI 
widths > 0.8



Conclusions
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Questions?
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Thank you for listening!
dries@sandia.gov



Backup Slides
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Bayesian Uncertainty for Target Detection
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ᵄ� (ᵆ� ᵅ� = 1|ᵆ� ᵅ� ,ᵰ� )Apply posterior 
to quantity of 
interest



Bayesian Neural Network

171Image credit: A Batched Scalable Multi-Objective Bayesian Optimization Algorithm https://arxiv.org/pdf/1811.01323.pdf



Training/Test Splits
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In order to understand the 
generalizability of the models across 
atmospheres, time, and space:
• Train on left hand side of only 

MLS1200
• Test on right hand side of all 9 

scenes

MLS 1200 MLS 1430 MLS 1545

SAS 1200 SAS 1430 SAS 1545

TROP 1200 TROP 1430 TROP 1545

Test on pixels in shaded region
MLS 1200

Train on pixels in shaded region



Full Data HC Set

MCMC

VI

ROCs and AUCs
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Each XX% line is 
ROC and AUC for 
pixels containing  
<XX% target 
abundance

E.g. 60% line is 
ROC  for all pixels 
with <60% 
abundance 


