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PREDICTING MICROSTRUCTURE EVOLUTION @ St

VIA PHASE-FIELD

PHYSICAL VAPOR DEPOSITION
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LEARN HOW TO TRIGGER MICROSTRUCTURE @ﬁz?iﬂ‘:a.
FORMATION MECHANISMS ON DEMAND
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WE CAN MAP PROCESS TO STRUCTURE USING @Lﬁ&dt'
DIMENSIONALITY REDUCTION AND POLYNOMIAL
CHAOS EXPANSION

1. Simulation by phase-field 2. Reduction of microstructural space
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Microstructure reconstruction




FINGERPRINTING OF THE MICROSTRUCTURE: @ﬁg"t.
CAPTURING SHORT AND LONG RANGE SALIENT

FEATURES




FINGERPRINTING OF THE MICROSTRUCTURE: @Lﬁ&dt'
CAPTURING SHORT AND LONG RANGE SALIENT
FEATURES
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SOURCES OF ERRORS COME FROM BOTH STEPS @ﬁ:ﬁﬂﬁm

PCA reduces the dimensionality

Basis elements capture complexity of
morphology and long-range correlations

standard deviation
0.0123
0.0091

min max
erry (@grain) | 0.0030  0.0690
0.0030 0.0441

mean
0.0146
0.0123
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erri: Error on 2pt-stats: true vs. predicted

Laboratories

PCE maps back to processing parameters

Q L
Spredicted — > : > :P;‘I’(Q)% + S
tecm “=1Ji=1  Rem

NPCM VCM
Small changes in processing input space

results in drastic changes in morphology:
but...Legendre polynomial in PCE are
continuous polynomials

min max
T (Btrain) | 0.0920 5.7683
0.1106 2.8706
0.0032 0.1197
0.0032 0.0771

standard deviation
1.0067
0.5065
0.0223
0.0139

mean
0.8109
0.5296
0.0206
0.0154

errz: Error on PC scores
errs: Error on 2pt-stats: true vs. predicted 6



COMPARISON BETWEEN TRUE AND PREDICTED @Lﬁ&dt'
MICROSTRUCTURES...SOME INFORMATION IS LOST
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CAN WE LEAP IN TIME INSTEAD? @ﬁ:ﬁﬂﬁm
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REFRAMING MICROSTRUCTURE EVOLUTION AS A
MULTIVARIATE TIME SERIES

.—> High-fidelity phase field trajectory

.—> Accelerated trajectory
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MACHINE-LEARNED ENGINE



WE NEED EFFICIENT WAYS TO: () it
(1) REPRESENT THE MICROSTRUCTURE EVOLUTION IN
REDUCED SPACE AND (1) LEARN THE TIME

EVOLUTION VIA HISTORY-DEPENDENT ALGORITHMS

High-fidelity Dimension History- Accelerated
phase field reduction dependent ML phase field

Autocorrelation Predict future sequence in

+ PCA \ low dimension
ISOMAP / Slmple RNN n+ \\\\

UMAP

Auto-UMAP

Reconstruct
reduced data to

high-dimensional

5500 simulations for :
Autoencoder microstructure

microstructural evolution
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LINEAR VS. NON-LINEAR EMBEDDING: @Lﬁ&dt'
REPRESENTATION IN LATENT SPACE MATTERS

Auto-UMAP
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TIME FORECASTING: OUR PROBLEM REDUCES @Lﬁ&dt'
TO LEARNING THE MICROSTRUCTURE EVOLUTION
IN THE LATENT SPACE
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RECURRENT NEURAL NETWORK (RNN): () deioa
FLAVORS AND COMPLEXITIES

hi-1 SR ht ht ht Ct-1
]
] ht-1
Xt Xt Xt
X: current state; h: history; c: copy
eSimple RNNs have e Two gates for GRU e Three gates for LSTM
no choice but to eOutput is h(t), depends eOutput is h(t), depends on
eventually forget due on h(t-1) and x(t) h(t-1), c(t-1), and x(t)

to vanishing gradient
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WHY DO WE NEED A RNN STRATEGY? Nt

Laboratories

TSMARS RNN

0 2L))Dplreciaticm of Error for TSMARS Model Trained from Timestep 50 0.25 Depreciation of Error for LSTM Model Trained for 70 Timesteps

e®¢ TSMARS Test Set Error e®¢ [STM Test Set Error
@®¢ TSMARS Training Set Error e®¢ [.STM Training Set Error

When using TSMARS, error in the
prediction of microstructure

evolution is increasing due to the
accumulation of error from one time

°r step to the next

Mean Absolute Relative Error
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Timestep Predicted Timestep Predicted

Good for data Good for

augmentation extrapolation




WE CAN ACHIEVE SIMILAR ACCURACY WITH @Lﬁ&dt'
OUR RNN/GRU/LSTM-TRAINED MODELS AS
COMPARED TO HIGH-FIDELITY PHASE-FIELD
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FEEDING BACK OUR PREDICTIONS INTO PF @Lﬁ&dt'
PROVIDES AN EFFICIENT WAY TO SMOOTH-OUT THE
RECONSTRUCTED MICROSTRUCTURE AND COURSE-

CORRECT THE PHYSICS

Radially Averaged 2-point statistics

— From predicted stats only
— True stats
From predicted stats + phase-field |

LSTM + phase field

200
Radius r
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BYPASSING STATISTICAL DESCRIPTION OF @Lﬁédt'
MICROSTRUCTURE: ENCODE AND DECODE...

TIME SERIES IN LATENT SPACE

ENCODER DECODER

17



BYPASSING STATISTICAL DESCRIPTION OF Lﬁ&dt'
MICROSTRUCTURE: ENCODE AND DECODE...
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TOWARDS AGILITY @ﬁg"t.
OF MICROSTRUCTURE PERFORMANCE ASSESSMENT

50000 sims?

with high-fidelity PF

with accelerated PF



o —
el

LUDING REMARKS: THIS
RIAL SCIENTIST TRIES



o —
el

LUDING REMARKS: THIS
RIAL SCIENTIST TRIES



ONCLUDING REMARKS: THIS4
RIAL SCIENTIST TRIES

oy
t

ribing the microstructure in"ls
ngth s

uring g



ONCLUDING REMARKS: THIS4
RIAL SCIENTIST TRIES

oy
t

ribing the microstructure in"ls
ngth s

uring g



ONCLUDING REMARKS: THISy
RIAL SCIENTIST TRIES

ribing the microstructure in"ls !
ngth scal

uring vs. long range

>
—depé a

earning
© algorith
[ -a" L.) 0SS

)

e Challenge 2: Fusing mo'deh -
- ( . )



ONCLUDING REMARKS: THISy
RIAL SCIENTIST TRIES

ribing the microstructure in"ls !
ngth scal

uring vs. long range

>
—depé a

earning
© algorith
[ -a" L.) 0SS

)

e Challenge 2: Fusing mo'deh -
- ( . )



CLUDING REMARKS: THISH
RIAL SCIENTIST TRIES

PO
Ly
n@sc

ribing the microstructure

uring g vs. long range

%

2 -
T —depenﬂ'c!n,

=

WwLlearning 2 evo

e
: _ -5
- algorithms ™ \l, ‘:"*
e Challenge 1: Cross evoluti

o~ -
e Challenge 2: Fusing modeling
- ' : -

A

] EXPEL

’
-.~.
- ‘ '
\
"‘d,,, Uadlc ‘-"‘t..-.. - I

. : ; . 2
unity for collaboration through BeyondFingerprinting GC

T~

T user program: re@sandia.




BIG SCIENCE

AT THE NANOSCALE

Center for Integrated Nanotechnologies

— an Office of Science national user facility -

CINT is a user facility providing
cutting-edge nanoscience and
nanotechnology capabilities to
the research community.

Access to our facilities and
scientific expertise is FREE for
non-proprietary research.

Research areas:

*Quantum Materials Systems
*Nanophotonics and Optical
Nanomaterials

*In-Situ Characterization and
Nanomechanics

PROPOSALS ARE THEN

-Soft, Biological, and Composite B o'W S crosi ieo
Nanomaterials : F - . _

To learn more and

apply to use the facilities, visit:
https://cint.lanl.gov

N rdingre@sandia.gov N
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