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Motivation

Evaluating 1/O performance is notoriously difficult to do
due to various intertwined variables. To answer this
challenge, there are several benchmarks available out there
with 10500 benchmark!ll is the current de-facto leader of
the benchmark.

We use 10500 benchmark based workflow that we
proposed in our previous work!2!131 agnd the public data
available in the 10500 website to showcase how the real-
world systems and various applications interact with the
benchmark. This work aims to provide more insights for
|O500 users that can help them understand benchmark
numbers and use it for performance improvements

Performance Mapping
10500 with MPI-10 API Result

Application’s bandwidth for MPI-10 API falls outside of the
|O500 box because of the page caching. When we enable
the cache, the application performance falls within the box
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Conclusion and Future Outlook
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10500 Workflow

In our proposed workflow, we use the 10500
benchmark result from the ‘easy’ and ‘hard’
case to form bounding-box of 1/0
performance expectation.

By placing application’s performance information
into this bounding box. Users can get
information on the state of their application and
plan the tuning strategy accordingly.

©

The ‘easy’ case is a free to tune parameters
represents the best case scenario for
bandwidth and metadata. The ‘hard’ case has
limited options to tune for worst case scenario.
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Observation on 10500 List

Within the top five of I0500 ten nodes challenge, there are two outlier system that
performs so much better than the rest of the submission.

10500 with POSIX Result

Quantum Espresso performance falls far outside the
bounding box of user expectation. For BT-10 benchmark,
the bandwidth is within the box with scattered metadata.

The current #1 position shows a peculiar
result where IOR hard performs better
than the IOR easy
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 There are needs to have other 1/0 performance data from various applications to give meanings on the 10500

result = can setup a better configuration on the 10500 benchmark

* Changes in the system designs made the current hard case might be irrelevant = however, we need to assess
whether the system still works well with the traditional workload

* Page caching data needs to be addressed in the 10500 benchmark itself = perhaps there are mode and guideline
for enable caching so users can have a complete view on multiple scenarios
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