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ABSTRACT 
A 30 cm diameter methanol pool fire was modeled using 

Sandia National Laboratories SIERRA/Fuego turbulent reacting 

flow code. Large Eddy Simulation (LES) with subgrid turbulent 

kinetic energy closure was used as the turbulence model. 

Combustion was modeled and simulated using a strained 

laminar flamelet library approach. Radiative heat transfer was 

modeled using the gray-gas approximation. In this investigation, 

the area validation metric (AVM) is employed to examine 

simulation results against experimental data. Time-averaged 

values of temperature and axial velocity at multiple locations 

along the domain centerline are analyzed for two computational 

meshes. Two time ranges for averaging temperature and axial 

velocity are evaluated, and the relationship between the results 

and the underlying physics is mentioned. Flame height is 

estimated using an intermittency definition, and the effect of the 

threshold variable is discussed. Temperature and mixture 

fraction were used as threshold variables, and the sensitivity of 

flame height to changes in each is examined. This study aims to 

increase understanding of the simulation results in light of a 

specific validation metric, and serve as a start to further 

validation studies.   
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1. INTRODUCTION 
Robust fire modeling is a challenging objective, but offers 

high reward as a complement to experimentation regarding fire 

hazards. Specifically, hydrocarbon pool fires are of interest due 

to the hazards which they present in scenarios from industrial 

facility accidents to military systems transport [1, 2]. Accurate 

modeling requires validation of the model against experimental 

data to ensure that the predictions of the model reflect real 

physics.  
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A pool fire of intermediate/moderate scale can be 

characterized by the formation of a diffusion flame on top of a 

horizontal fuel where buoyancy forces are contributing to the 

transport mechanism [3]. The 30 – 31-cm diameter methanol 

pool fire is a specific validation case of the International 

Association for Fire Safety Science (IAFSS) Working Group on 

Measurement and Computation of Fire Phenomena (MaCFP 

Working Group). This moderate-scale methanol pool fire has 

been well characterized experimentally, with several detailed 

studies being reported in [4-11]. The fires were characterized by 

measurements of velocity and temperature, fluxes of heat and 

mass, chemical composition, and other quantities. In particular, 

Weckman [4] conducted one of the earliest studies on this 

methanol fire at the University of Waterloo. This study provided 

a velocity and temperature dataset containing mean and RMS 

values, length scales, turbulence intensity, and correlations. In 

addition, the description of the experimental setup, entrainment 

phenomena, and other flow characteristics provided valuable 

background to the current study. Klassen and Gore [10] reported 

the radiative heat loss fraction, flame height, fuel mass burning 

rate, and radiative heat flux, among other quantities. 

Though temperature and velocity are heavily utilized as 

validation parameters in pool fire studies, the complex physics 

involved in turbulent reacting flows allow for the examination of 

additional quantities. In this study, the Area Validation Metric is 

harnessed to compare the computational results and 

experimental data statistically. Quantities evaluated include the 

temperature, axial velocity, and flame height. All quantities are 

compared to experimental data, largely from Weckman, but with 

flame height being that reported by Klassen and Gore.  
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2. SIMULATION DETAILS 
Sandia National Laboratories (SNL) developed a low-Mach 

module for simulation of turbulent reacting flow, specifically as 

the primary element in the ASC fire environment simulation 

project [12]. This module of the SIERRA code suite is known as 

Fuego, and represents the turbulent, buoyantly-driven 

incompressible flow, heat transfer, mass transfer, combustion, 

soot, and absorption coefficient model portion of the simulation 

software. Using Multiple-Program-Multiple-Data (MPMD) 

coupling, Fuego is coupled to Nalu for Participating Media 

Radiation (PMR) modeling.  

Fuego has multiple options for turbulence modeling and, in 

this project, a Large Eddy Simulation (LES) scheme was used, 

with closure being provided by a subgrid-scale (SGS) kinetic 

energy one-equation (or K SGS) closure model. The LES 

methodology resolves the behavior of the larger eddies 

explicitly, while modeling the small eddies characterized by the 

subgrid scale approximately.   

The difference between these divisions is characterized by 

length scale , which, if the eddy size ≥ , it implies such eddy 

belongs to the larger eddies that are resolved, and if eddy is 

smaller than , it belongs to the small eddy category which is 

modeled with subgrid-scale models [13].   
LES uses spatial filtering and was chosen since it produced 

time-varying results which were essential for calculation of 

statistics necessary for comparison with experimental data.  

Turbulent combustion modeling was performed in Fuego 

using a Strained Laminar Flamelet Model (SLFM), in which 

turbulent flames are treated as an ensemble of laminar diffusion 

flames, and nonequilibrium chemistry is included by accounting 

for localized fluid strain. By resolving chemical scales in the 

phase space of the mixture fraction instead of a 3D grid, 

computational efficiency is improved [12]. Chemistry is 

assumed to occur only in a thin layer around stoichiometry and 

to be quasi-steady on the scale of the flow. Thus, the chemical 

structure in mixture fraction space is pre-computed and the 

resulting table is queried during the simulation to obtain flow 

properties.  

The pool fire geometry closely followed related experiments 

[4, 10]. The characteristic dimension of the pan is the diameter 

(30 cm), and the rim/lip height, another significant dimension, 

was 1 cm. Experiments showed that elevating the pan above the 

floor had an important effect on entrainment, and thus, the fuel 

surface was located 0.25 m above the bottom of the simulation 

domain. An overall domain height of 2.25 m and diameter of 2 m 

allowed for a realistic solution out to ambient conditions.  

Figure 1 shows the simulation domain with boundary 

conditions. Mass flux was prescribed on the pool surface as 

0.0151 kg/m2-s. The pool temperature was set at 333 K, mixture 

fraction was specified as 1.0 and scalar variance was set to 0.0. 

The bottom of the domain and the pan surfaces were specified as 

constant temperature walls at 298 K. The other domain 

boundaries were modeled as outflow boundaries with 0 gage 

pressure, 0 velocity, 0 mixture fraction, and temperature being 

298 K. Additional parameters are discussed in more detail in 

Hubbard et al. [16]. 

Methanol simulations were run with two mesh sizes and the 

results examined to determine the effect of mesh refinement on 

key quantities in the solution. The coarse mesh had 3,006,446 

nodes and 2,363,433 cells, while the fine mesh had 6,177,500 

nodes and 4,827,253 cells. 

 

 
FIGURE 1: SIMULATION DOMAIN AND BOUNDARY 

CONDITIONS. 

 

3. THEORY 
 
3.1 Flame Height 

Flame height is one of the most distinct visual parameters of 

a pool fire, and is often reported as a characteristic geometric 

feature [10]. Various engineering correlations exist for the 

prediction of flame height, and several relate the flame height to 

the fire diameter [15]. A common engineering correlation [14] 

used for estimation of mean flame height is given in the SFPE 

Handbook of Fire Protection Engineering (Eq. (1) below). In this 

relationship, L is the mean flame height in meters, D is the pan 

diameter in meters, and 𝑄̇ = 𝑚𝑓̇ 𝐻𝑐 is the total heat release rate 

in kW, where 𝑚𝑓̇  is the fuel mass burning rate in kg/s and 𝐻𝑐 is 

the lower heat of combustion of the fuel in kJ/kg. 

 

𝐿 = −1.02𝐷 + 0.235𝑄̇2/5                     (1) 

 

Because fires are unsteady flows, the spatial location of the 

flame tip varies with time. Thus, flame height is often taken as 

the height at which the intermittency is 50%, meaning that 50% 

of the time, the flame tip passes that spatial location. The flame 

tip may be defined visually or in terms of another parameter such 

as temperature or mixture fraction. The latter approach is taken 

in this study.  

 

3.2 Area Validation Metric 
Validation can be defined as the process of determining the 

degree to which a model is an accurate representation of the real 

world from the perspective of the intended uses of the model 

[17]. To perform a quantitative comparison between the results 

of the computational model and experimental results, various 

validation metrics can be applied. The area validation metric 

(AVM) is one such metric, and has been used by such authors as 

Oberkampf and Roy [18, 19]. In this metric, the validation metric 
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is defined to be the area between the cumulative distribution 

function from the simulation and the empirical distribution 

function (EDF) which is also known as empirical cumulative 

distribution function from the experiment. In the case that the 

number of simulation samples is limited, the simulation may be 

represented by individual samples and an EDF for the simulation 

results may be used as well as for the experimental data. If the 

area between the EDF of the experiment and the EDF of 

simulation is 0, it means there is no evidence that the simulation 

and the experiment are in disagreement. This study uses the 

AVM to draw several conclusions regarding parameters from the 

simulation results. The difference in areas is designated as d. The 

colored areas are the difference between experimental and 

simulation cumulative values. The red area represents the 

positive difference (𝑑+) and the blue area represents the negative 

difference (𝑑−) which are evaluated for the model form 

uncertainty. If S is considered as the simulation mean value or 

the function simulation results, the model form uncertainty can 

be presented as [𝑆 − 𝐹𝑠𝑑−, 𝑆 + 𝐹𝑠𝑑+], 𝐹𝑠 = 1.25, where 𝐹𝑠 is the 

factor of safety [18-21]. 

 

4. RESULTS AND DISCUSSION 
  
4.1 AVM for Temperature and Axial Velocity 

Temperature and axial velocity were temporally-averaged at 

five axial locations (𝑧 = 2, 4, 6, 8, 10 cm above the pool surface). 

Figure 2 shows a contour plot of time-averaged temperature for 

the fine mesh. EDFs were formed from the simulation results and 

University of Waterloo data. Figure 3 shows the AVM for 

temperature and at these axial locations for both the coarse and 

fine mesh. For temperature, the experimental data is somewhat 

higher than the simulation data for both meshes. The metric 

shows a higher area for the fine mesh, implying higher 

uncertainty in the simulation results. However, the AVM for axial 

velocity (Figure 4) shows very similar areas for both meshes, 

with the area for the fine mesh being slightly lower than that for 

the coarse mesh. Taken together, these results for the AVM 

indicate that refining the mesh did not substantially decrease 

uncertainty in the simulation results. It should be noted that the 

coarser mesh in this study was still thought to be sufficiently fine 

for engineering computation, and that refining the mesh was not 

expected to have a large positive effect on the accuracy or 

uncertainty of the results. Because this particular fire is a 

validation case for the International Association for Fire Safety 

Science (IAFSS) Working Group on Measurement and 

Computation of Fire Phenomena (MaCFP Working Group), 

several other groups have modeled it. This factored in to 

confidence in the mesh resolution.  

 

 
 

FIGURE 2: CONTOUR PLOT FOR TIME-AVERAGED 

TEMPERATURE.  
 

 
 

FIGURE 3: AREA VALIDATION METRIC FOR TIME-

AVERAGED TEMPERATURE FOR COARSE (TOP) AND FINE 

(BOTTOM) MESHES. 
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Another use of the AVM was made with regard to the time 

interval considered for averaging. The pool fire exhibits roughly 

periodic behavior, with a puffing frequency corresponding to the 

behavior of the large-scale eddies and entrainment of air into the 

plume. Thus, a sufficiently large time period must be considered 

for time-averaging the data in order to truly capture average 

physics. At the same five axial locations, time series of 

temperature data were plotted as cumulative distribution 

functions along with the single experimental result from the 

University of Waterloo data. A time range of 17 – 18 s was used 

for one case and 15 – 25 s for another. The resulting plots for 

𝑧 = 4 cm are shown in Figure 5. It can be observed that although 

the 17 – 18 s time range corresponds more closely to the 

experimental data (lower overall area), the simulation 

distribution is less symmetric about the experimental value.  

 

 
FIGURE 4: AREA VALIDATION METRIC FOR TIME-

AVERAGED VELOCITY FOR COARSE (TOP) AND FINE 

(BOTTOM) MESHES. 
 

Figure 6 shows the AVM for the axial velocity time series at 

𝑧 = 4 cm. Expanding the time interval from 17 – 18 s to 15 – 25 s 

did not decrease the overall area or make the distribution of the 

simulation results significantly more symmetric about the 

experimental data. However, the error in the axial velocity was 

generally lower than the error in the temperature data at the 

locations considered. This shows that although the AVM is a 

useful metric, it must be applied in the context of the larger 

validation analysis for proper perspective.  

 

 
FIGURE 5: AREA VALIDATION METRIC FOR TIME SERIES OF 

TEMPERATURE AT Z = 4 CM. 

 

4.2 AVM for Flame Height 
To compute the flame height using simulation data and the 

intermittency definition, a time-series of data was examined at 

several heights above and below the experimentally reported 

flame height. At each of these points, the median temperature 

(the temperature which is surpassed 50% of the time) at each 

height was compared to a threshold temperature. The median 

temperature was used rather than the time-averaged temperature 

because 1) the median is a better representation of 50% 

intermittency and 2) the time-average was shown to be biased 

higher than the median due to large-magnitude fluctuations 

occurring more frequently above the average than below. When 
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the threshold temperature and median temperature at a given 

height were in sufficient agreement (5-10%), that height could 

be taken as the flame height. Besides temperature, mixture 

fraction was also used as a threshold variable. It was determined 

that 5 s of simulation data were required to calculate sufficiently 

accurate results.  

To examine the effect of the threshold variable used in the 

estimation of flame height as well as the sensitivity of each 

variable to variations, the threshold variables were varied by the 

same percent difference about the value which yielded the 

experimentally expected flame height. Each variable was thus 

increased and decreased by 15%, and the resulting flame height 

estimates were used in the AVM. Figure 7 shows the AVM for 

flame height computed using both threshold variables. Within 

the range examined, the flame height was found to be less 

sensitive to the mixture fraction and more symmetric about the 

experimental value. A larger range was also examined but is not 

shown because the same trends were exhibited, but were shown 

less clearly for more points.  

 

 
FIGURE 6: AREA VALIDATION METRIC FOR TIME SERIES OF 

AXIAL VELOCITY AT Z = 4 CM. 

 
FIGURE 7: AREA VALIDATION METRIC FOR FLAME HEIGHT 

COMPUTED WITH TEMPERATURE (TOP) AND MIXTURE 

FRACTION (BOTTOM) AS THRESHOLD VARIABLES. 
 

5. CONCLUSION 
The area validation metric was used to analyze results from 

a medium-scale methanol pool fire simulation. Time-averaged 

temperature and axial velocity data were analyzed at several 

locations for a high-level perspective. Time ranges over which 

data was averaged were compared. Finally, the flame height 

predicted with an intermittency definition was examined for 

two threshold variables. This study extends understanding of 

the simulation results as compared with experimental results 

and with other simulation results.  
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