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We introduce a method to solve the MaxCut problem efficiently based on quantum imaginary time 
evolution (QITE). We employ a linear Ansatz for unitary updates and an initial state involving no 
entanglement, as well as an imaginary-time-dependent Hamiltonian interpolating between a given 
graph and a subgraph with two edges excised. We apply the method to thousands of randomly 
selected graphs with up to fifty vertices. We show that our algorithm exhibits a 93% and above 
performance converging to the maximum solution of the MaxCut problem for all considered graphs. 
Our results compare favorably with the performance of classical algorithms, such as the greedy 
and Goemans-Williamson algorithms. We also discuss the overlap of the final state of the QITE 
algorithm with the ground state as a performance metric, which is a quantum feature not shared by 
other classical algorithms.  

 
 
 

I. INTRODUCTION 

 
Since fault-tolerant universal quantum computers have yet to be developed, considerable effort is focused on demon- 

strating quantum advantage with currently available noisy intermediate-scale quantum (NISQ) devices, including 
superconducting [1] and photonic [2] quantum computers. An area of practical importance in these explorations is 
finding approximate solutions to combinatorial optimization problems, such as MaxCut. Finding exact solutions to 
MaxCut is classically hard, but near optimal solutions can be found classically [3–8]. Quantum algorithms promise a 
speedup over classical ones. However, it is a challenge to demonstrate their advantage with NISQ devices. 

A widely studied quantum algorithm for combinatorial optimization problems which is suitable for NISQ hardware 
is the quantum approximate optimization algorithm (QAOA) [9]. It has been discussed both theoretically and exper- 
imentally [10–23]. Variants of QAOA have also been explored [24–31]. Motivated by adiabatic evolution, QAOA uses 
a string of unitary evolution operators alternating between two Hamiltonian functions with time parameters that are 
optimized classically in order to maximize the cost function (equivalently, minimize the energy of the corresponding 
Hamiltonian). One starts with a state which is not entangled and the desired final state (ground state) need not be 
entangled. However, the quantum circuit introduces entanglement which is expected to provide quantum advantage 
in the calculation of the minimum energy eigenvalue. In practice, it is challenging to establish quantum advantage, in 
the absence of a theoretical argument, because only shallow quantum circuits can be implemented on NISQ hardware 
without overwhelming quantum errors. 

A popular class of classical algorithms applied to MaxCut are the greedy algorithms that rely on greedy vertex 
labeling or an edge contraction strategy [4–7]. They exhibit a 50% performance for the worst-case graphs. The best 
worst-case performance is provided by the Goemans-Williamson (classical) algorithm [8] at 88% approximation ratio 
for MaxCut. It is instructive to look at the performance of QAOA compared to other classical algorithms. It has 
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been shown that quantum-inspired optimization methods, such as the local tensor method, outperform single-step 
QAOA on triangle free graphs [32, 33]. There are other studies [34] showing that local classical MaxCut algorithms 
outperform p = 2 QAOA on regular graphs of girth ≥ 5. In a study of more generalized problems, e.g., approximately 
solving instances of Max k XOR, calculations have been performed to obtain numerical upper and lower bounds on 
local classical and quantum algorithms for triangle-free instances [35]. 

Here we discuss a different method to solve combinatorial optimization problems, focusing on MaxCut, based on 
quantum imaginary time evolution (QITE). The QITE algorithm has been widely used to find the ground-state 
energy of many-particle systems [36, 37]. Since evolution in imaginary time effectively cools the system down to zero 
temperature [38], the ground state can be prepared with QITE exactly without any variational optimization. However, 
in practice, due to limited computational resources, approximations must be made calling for an approach involving 
variational calculus. An approach to QITE for the computation of the energy spectrum of a given Hamiltonian was 
outlined in [39]. It had the advantage compared to a variational quantum eigensolver (VQE) of not using ancilla 
qubits. The method was applied to the quantum computation of chemical energy levels on NISQ hardware [40–43], 
and the simulation of open quantum systems [44]. The impact of noise on QITE in NISQ hardware was addressed in 

[45] using error mitigation and randomized compiling. Error mitigation was also addressed with a different method 
based on deep reinforcement learning [46]. A reduction of the depth of quantum circuits for QITE using a nonlocal 
approximation was discussed in [47]. Real and imaginary time evolution with compressed quantum circuits on NISQ 
hardware were performed in [48]. 

For the MaxCut problem, QITE can be formulated to introduce entanglement similar to QAOA. Moreover, entan- 
glement may also be present in the initial state, which is arbitrary when the QAOA evolution operators are adjusted 
appropriately [49], as long as it has finite overlap with the ground state. Following [39], we implement QITE in a 
string of small steps each involving a unitary update. Similar to QAOA, the unitary operator in each QITE step 
involves variational parameters, but unlike QAOA, these parameters are fixed by algebraic equations. We chose an 
initial state and unitary updates that contained no entanglement. This gives a classical baseline for QITE perfor- 
mance, which can be compared to entangling Ans ätze in future work to assess the role of entanglement. We applied 
the QITE method with these choices to the MaxCut problem on graphs with up to fifty vertices. Remarkably, within 
eleven QITE steps on average, we obtained solutions which were on average at 89% or better of the optimal solution. 
As the number of vertices increased from eight to fifty, the performance of the algorithm remained high dropping 
from 99% to 89%. Regarding efficiency, each QITE step involves the solution of algebraic equations with number of 
manipulations O(|V |2). The number of QITE steps needed also appears to depend polynomially on the number of 
vertices |V |, although further analysis of higher-order graphs is needed to better determine this dependence. These 
results indicate that our linear QITE method is efficient and quantum advantage due to entanglement is likely to be 
found only at larger graphs requiring deep quantum circuits which cannot currently be handled by NISQ hardware. 

Moreover, a slight modification of our method which also introduced no entanglement, led to above 93% performance 
for all graphs with up to fifty vertices that we studied. The modification involved an imaginary-time-dependent 
Hamiltonian interpolating between the given graph and a subgraph with two edges excised within a few QITE steps. 
Identifying the two edges resulting in evolution leading to the ground state introduces a polynomial overhead in the 
algorithm. Further work with larger graphs is required to identify the point of failure of this modified QITE method. 

Our discussion is organized as follows. In Section II, we introduce the QITE method with our linear Ansatz that 
involves no entanglement applied to the MaxCut problem. In Section III, we present our results on thousands of 
randomly selected graphs with up to fifty vertices showing that our method always works on all the graphs we 

studied. Finally in Section IV, we offer concluding remarks. 
 

 
II. QITE FOR MAXCUT 

 
In this Section, we introduce our QITE method applied to the MaxCut problem. We employ a linear Ansatz for 

unitary updates which introduces no entanglement. Numerical results are presented in the next Section, where we 
apply the method to thousands of randomly selected graphs with up to fifty vertices. Remarkably, despite performing 
approximations at each QITE step, the method always converged to the optimal solution of the MaxCut problem for 
all the graphs we examined. 

Given a graph G = (V, E) consisting of a set of vertices V and edges E ⊆ V × V joining the vertices in V , the 
MaxCut problem on G is the combinatorial optimization problem of partitioning V into two disjoint sets such that 
the number of edges with endpoints in each set, C, is maximized (C = Cmax). It can be formulated as a Hamiltonian 
ground-state problem by associating a qubit with every vertex in V and defining the Hamiltonian 

H = 
X

 

(ij)∈E 

 
ZiZj (1) 
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where Zi is a Pauli Z-matrix acting on the qubit at the ith vertex. Here, the eigenstates of H are computational basis 

states |z⟩ = 
N|V | 

|zj⟩, where zj ∈ {0, 1}, and |zj⟩ is the state of the qubit at the jth vertex. The solution Cmax to 
the MaxCut problem is related to the ground-state energy E0 of H by 

 
Cmax = 

|E| − E0 

2 

 
(2) 

All eigenvalues of the Hamiltonian correspond to solutions of the MaxCut problem which are not necessarily optimal, 
 
 

 
Evidently, Ck/Cmax ≤ 1. 

C = 
|E| − Ek 

k 
2

 , k = 0, 1, . . . , 2|V | − 1 (3) 

To find the ground-state energy, the QITE algorithm relies on the fact that any state with non-vanishing overlap 
with the ground state eventually reduces to the ground state if it is evolved in imaginary time. In other words, the 
state 

|Ω⟩ = lim 
β→∞ 

|Ψ(β)⟩ , |Ψ(τ )⟩ ≡ 
e−τH|Ψ⟩ 

∥e−τ H|Ψ⟩∥ 
(4) 

is the ground state for any state |Ψ⟩, as long as ⟨Ω|Ψ⟩ ≠ 0, 
 

H|Ω⟩ = E0|Ω⟩ (5) 

The imaginary time parameter β can also be thought of as the inverse temperature (β =  1  , where T is temperature 
B 

and kB is the Boltzmann constant), in which case Eq. (4) states that the system settles to the ground state at zero 
temperature. 

To implement (4), we perform evolution in small imaginary time intervals τ . Starting with |Ψ[0]⟩, suppose that 
after s − 1 steps we arrive at the state |Ψ[s − 1]⟩. At the next (sth) step, we wish to construct the state 

 

 

|Ψ′(τ )⟩ = 
e−τH|Ψ[s − 1]⟩ 

 
 

∥e−τ H|Ψ[s − 1]⟩∥ 

 
(6) 

The state |Ψ′(τ )⟩ has lower energy than |Ψ[s − 1]⟩ for sufficiently small τ . To see this, calculate the derivative of the 
average energy with respect to τ . We obtain 

d 
⟨Ψ′(τ )|H|Ψ′(τ )⟩

1
 
 

= −2(∆E[s − 1])2 (7) 
dτ 1

τ =0 

where ∆E[s − 1] is the uncertainty in energy (∆E = 
✓

⟨H2⟩ − ⟨H⟩2) in the state |Ψ[s − 1]⟩. It follows that the 

derivative is negative and the energy is a decreasing function at τ = 0. This step does not decrease the energy if the 
uncertainty vanishes, ∆E[s − 1] = 0. This is the case when the state |Ψ[s − 1]⟩ is an eigenstate of the Hamiltonian. If 
the eigenstate is the ground state, then no further steps are needed. However, it can be an excited state, and then the 
algorithm fails to reach the ground state. It would be desirable to understand how the structure of graphs influences 
the final state and how one can overcome convergence to an excited energy state. 

As we will see, in order to avoid reaching an excited state, it is advantageous to interpolate between a Hamiltonian 
that corresponds to a subgraph of G and H. We therefore define 

H[s] ≡ 
L

 

(ij)∈E 

 

hij[s]ZiZj (8) 

 

where all hij[s] → 1 for large enough s (say, hij[s] = 1, for s ≥ s0), so that H[s] → H. To select a given subgraph of 
G as starting point, the coefficients that do not correspond to an edge in the subgraph are set to vanish initially as 
described further in the next Section. 

The state |Ψ′(τ )⟩ is approximated by a unitary acting on |Ψ[s − 1]⟩, e−iτA[s], where A[s] is a Hermitian operator. 
Then after s steps, we arrive at the state 

|Ψ[s]⟩ = e−iτA[s]|Ψ[s − 1]⟩ (9) 

This is done by minimizing the distance δ = ∥|Ψ[s]⟩ − |Ψ′(τ )⟩∥ between the approximately evolved state (9) and the 

desired state, (6), where we used the definition ∥|Φ⟩∥ = ⟨Φ|Φ⟩ for the norm of a state |Φ⟩. At first order in the 
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small imaginary time parameter τ , minimizing δ leads to a linear system of algebraic equations that can be used to 
determine the free parameters in A[s]. We may expand A[s] = A1[s] +A2[s] + . . . , where Ak[s] is a linear combination 
of products of k Pauli matrices (k = 1, 2, . . . ). Including higher values of k brings the distance δ closer to zero at the 
expense of increasing the complexity of the calculation. To perform a systematic study, we start by including terms 
with k = 1 only, and leave the inclusion of higher-order terms in A[s] to future work. 

Thus, to determine this unitary update, we adopt the linear Ansatz 

A[s] = 
L 

aj[s]Yj (10) 

j∈V 

where Yj is the Y -Pauli matrix acting on the qubit at the jth vertex. It is straightforward to see [39] that the distance 
δ is minimized for coefficients aj[s] obeying the linear system of equations 

i 
S · a = b , Sij[s] = ⟨YiYj⟩ , bj[s] = − 

2 
⟨[H, Yj]⟩ (11) 

where all expectation values are evaluated with respect to the state |Ψ[s − 1]⟩ obtained in the previous step. Notice 
that the commutator in b can be written as 

[H, Yj] = −2iHjHGj Hj (12) 

where we used HZH = X with Hj being the Hadamard matrix H acting on the qubit at the jth vertex, and Gj the 
subgraph of G consisting of the vertex j and its adjacent vertices in G with Hamiltonian 

HGj = 
L

 

(ij)∈E(Gj ) 

 

hijZiZj (13) 

Since HGj is diagonal in the computational basis, bj[s] can be computed by engineering the state Hj|Ψ[s − 1]⟩, 
measuring each qubit, and using 

bj[s] = −⟨Ψ[s − 1]|HjHGj Hj|Ψ[s − 1]⟩ (14) 

Similarly, the matrix elements of S can be expressed in terms of expectation values involving the two-qubit matrix 
ZiZj which is diagonal in the computational basis, 

S [s] = ⟨Ψ[s − 1]|ei 
π (Xi+Xj )Z Z e−i 

π (Xi+Xj )|Ψ[s − 1]⟩ (15) 
ij 4

 i j 4

 

where we used ei 
π XZe−i 

π X = Y , and can be obtained by engineering the state e−i 
π (Xi+Xj )|Ψ[s − 1]⟩ and measuring 

4 4 4 

all qubits. 
It should be noted that the unitary updates (9) with the linear Ansatz (10) do not introduce entanglement. If 

one starts with a separable initial state, the state at each step in the QITE algorithm will be separable. A further 
simplification occurs if the initial state is chosen to be the tensor product of eigenstates of X and Z, 

|V | 

|Ψ[0]⟩ = |sj⟩ (16) 
j=1 

 

where |sj⟩ ∈ {|0⟩, |1⟩, |+⟩, |−⟩}, and |±⟩ = √1 (|0⟩ ±|1⟩). In this case, the matrix S is the identity, because ⟨sj|Yj|sj⟩ = 

0. It follows that a = b. It is easy to see that single-qubit states should not all be eigenstates of X, because they 
yield a = 0, due to ⟨±|Z|±⟩ = 0 in (11). Let us change the state of the qubit at position j to |0⟩. Then we obtain 
non-vanishing coefficients ai[s] for the qubits that are adjacent to j, i.e., ai[s] ̸= 0 for (ij) ∈ E. At the next step in 
the QITE algorithm, we obtain non-vanishing coefficients for all qubits at distance up to 2 from the one at position 
j. For a connected graph, it takes less than |V | steps to obtain non-vanishing coefficients for all qubits. 

After s steps in the QITE algorithm, we arrive at the state 

|Ψ[s]⟩ = e−iτA[s]|Ψ[0]⟩ , A[s] = 
L 

A[s′] (17) 
s′=1 

In our calculations, we chose an initial state in which all qubits were set to |+⟩, except one which was set to |0⟩. We 
chose the latter qubit to be at one of the highest-degree vertices. This is an arbitrary choice, but appears to be more 
efficient in some cases. Thus, 

|Ψ[0]⟩ = Hj|Ψ0⟩ , |Ψ0⟩ = |+⟩⊗|V | (18) 
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where Hj is the Hadamard matrix at the position of the chosen qubit, and |Ψ0⟩ is the standard initial choice in 
QAOA. 

At the sth QITE step, we used the unitary update e−iτA[s] and optimized the choice of the small imaginary-time 
parameter τ by minimizing the average energy ⟨H⟩ of the state at the sth step. Note that this involves computing all 
the intermediary states |Ψ[s′]⟩ to evaluate the coefficients aj[s′] in (11), for all s′ < s. 

Regarding efficiency, we note that at each QITE step, we need to solve a system of algebraic equations which 
requires a number of manipulations which is polynomial in the number of vertices |V | of the given graph. Moreover, 
as we show in Section III, with just 5 QITE steps it is possible to achieve more than 88% of C/Cmax. With an average 
of 10 steps, it goes over 93% for |V | ≤ 50. Performance can be further improved with more steps and by making the 
Hamiltonian imaginary-time dependent, as discussed in Section III. On the metric of ground-state overlap, we find 
that 75% or more graphs in the random sample we considered have non-zero overlap with the ground state. This 
can also be further improved by increasing the number of steps and a thorough study of imaginary-time dependent 
Hamiltonian. Although more work is needed with higher-order graphs, these results point to an efficient method of 
solving the MaxCut problem for graphs with up to at least 50 vertices, that does not require unitary updates with a 
higher-order Ansatz. 

 

 
III. RESULTS 

 
 
 

 

(a) (b) 
 

FIG. 1. Histograms of (a) C/Cmax and (b) probability of overlap with ground state Pground after s = 1 QITE step with fixed 
Hamiltonian for all connected six- and eight-vertex graphs, and 200 randomly chosen connected ten-vertex graphs. The average 
values of C/Cmax are 0.73, 0.71, and 0.70, for six-, eight-, and ten-vertex graphs, respectively. The corresponding average values 

of Pground are 0.2, 0.06, and 0.02. 
 

In this Section, we present our results of applying the QITE algorithm with a linear Ansatz to graphs with up to 
fifty vertices. 

We applied our algorithm to all graphs with up to eight vertices since there is a computationally manageable number 
of such graphs (e.g., there are only 11,117 distinct graphs with eight vertices). We employed two metrics to assess 
the performance of our algorithm. One is the average value of C/Cmax which is called the approximation ratio and 
is a metric shared by both classical and quantum algorithms. The other is the overlap of the final state with the 
ground state that leads to the probability Pground that a measurement yields the ground state of the Hamiltonian, 
and therefore the optimal solution Cmax to the MaxCut problem. 

Figure 1 shows the results of applying one step of the QITE algorithm with a linear Ansatz to all connected six- 
and eight-vertex graphs, and 200 randomly selected ten-vertex graphs. We used a fixed Hamiltonian, setting all 
coefficients hij = 1 in Eq. (13). We obtained average values of C/Cmax 73%, 71%, and 70%, for six-, eight-, and 
ten-vertex graphs, respectively. For the probability Pground we obtained corresponding average values of 20%, 6%, 
and 2%. In terms of the latter metric, the performance drops significantly as the number of vertices in the graphs 
increases. 
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(a) (b) 
 

FIG. 2. Histograms of (a) C/Cmax and (b) probability of overlap with ground state Pground after s = 4 QITE steps with fixed 
Hamiltonian for all connected six- and eight-vertex graphs, and 200 randomly chosen ten-vertex graphs. The average values 
of C/Cmax are 0.99, 0.96, and 0.95, for six-, eight-, and ten-vertex graphs, respectively. The corresponding average values of 

Pground are 0.91, 0.66, and 0.48. 
 

 
The performance of our algorithm improves dramatically after s = 4 QITE steps, as shown in Figure 2. We obtained 

average values of C/Cmax 99%, 97%, and 94%, and probabilities Pground 91%, 74%, and 45%, for six-, eight-, and 
ten-vertex graphs, respectively. These results continued to improve with more QITE steps, although there is not much 
room for further improvement of C/Cmax, as the values are very close to 100%. At the tenth QITE step, the algorithm 
yields a final state which is very close to the one it converges to eventually. Figure 3 shows that at s = 10 QITE steps, 
the average values of C/Cmax are 99%, 99%, and 98%, and average probabilities Pground are 94%, 94%, and 74%, for 
six-, eight-, and ten-vertex graphs, respectively. A comparison of average C/Cmax and Pground values at s = 1, 4, 10 
QITE steps is summarized in Figure 4. As expected, there is a degradation of performance as the number of vertices 
increases, but this appears to be a small effect. In terms of the probability metric Pground, we obtained a polarized 
histogram with a large accumulation at 100% and a smaller one at 0%. The 10%, 20%, 25% of six-, eight-, ten-vertex 
graphs, respectively, with close to zero overlap with the ground state after s = 4 QITE steps (Figure 2(b)) remained 
there in subsequent QITE steps (see Figure 3(b)). This is because the algorithm converges to an eigenstate of the 
Hamiltonian, which effectively terminates the algorithm as eigenstates are orthogonal to the ground state and do not 
update in the imaginary-time evolution (6). For the majority of graphs, this is the ground state corresponding to the 
optimal solution Cmax. However, for a small percentage of graphs, the algorithm converges to an excited energy level. 
This still yields a large value of the metric C/Cmax, but the final state the algorithm converges to is an eigenstate of 
the Hamiltonian and therefore orthogonal to the ground state, which yields a value of the metric Pground = 0. 

One may try to gain insight into the cases in which QITE under-performs by analyzing the graphs for which 
the probability Pground is small. For example, after s = 4 QITE steps, about 20% of the eight-vertex graphs have 
probability Pground below 0.2%. It is interesting to compare this result with the performance of classical algorithms, 
such as greedy algorithms [4–7] or the Goemans-Williamson algorithm [8]. Classical (non-probabilistic) algorithms 
give Pground = 0 on graphs for which they fail to reach Cmax. A comparison of the sets of graphs on which the greedy 
algorithms and the linear QITE algorithm, respectively, under-perform may elucidate the cause of such performance. 
Unfortunately, such a comparison does not appear to yield insights. For example, focusing on the Eulerian graphs, 
of which there are 184 out of a total of 11,117 connected eight-vertex graphs, after ten QITE steps, our method 
succeeded equally well on the Eulerian as well non-Eulerian graphs, unlike greedy algorithms. Further simulations 
are needed to determine how the structure of a graph impacts the performance of our linear QITE algorithm. 

Next, we discuss examples of graphs with the worst performance of our linear QITE algorithm in terms of the 
C/Cmax metric with the probability metric Pground = 0. It should be pointed out that even in these worst-performing 
cases, we obtain values of the C/Cmax metric above 70%. As we will show, it is possible to attain above 93% 
performance in all cases in terms of both metrics C/Cmax and Pground with a slight modification of our algorithm. 

An example of worst-performing six-vertex graph is shown in Figure 5(a). After applying s = 10 QITE steps, we 
obtain C = 6 whereas Cmax = 7. Thus, QITE has a performance of 86% in terms of the C/Cmax metric. Moreover, 
the probability of overlap with the ground state is zero, and further application of our linear QITE algorithm will 
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(a) (b) 
 

FIG. 3. Histograms of (a) C/Cmax and (b) probability of overlap with ground state Pground after s = 10 QITE steps with fixed 
Hamiltonian for all possible connected six- and eight-vertex graphs, and 200 randomly chosen ten-vertex graphs. The average 
values of C/Cmax are 0.99, 0.98, and 0.97, for six-, eight-, and ten-vertex graphs, respectively. The corresponding average values 

of Pground are 0.94, 0.84, and 0.71. 

 
 

(a) (b) 

 
FIG. 4. Average (a) C/Cmax and (b) Pground for six-, eight-, and ten-vertex graphs after s = 1, 4, 10 QITE steps. 

 

 
not improve its performance. This is because the algorithm converges to the state |0⟩⊗3 ⊗ (cos θ|0⟩ − sin θ|1⟩)⊗2 ⊗ |0⟩, 
where tan θ = 1 , which is in the span of the first-excited states with energy E1 = −3, whereas the ground state 
|110001⟩ has energy E1 = −5. 

An example of worst-performing eight-vertex graph is shown in Figure 5(b). After applying s = 10 QITE steps, we 
obtained C = 7, whereas Cmax = 10. Thus, C/Cmax = 0.7. Once again, the probability of overlap with the ground 
state is zero, because our algorithm converges to the third excited state with energy E3 = −3. More QITE steps will 
not move the state away from this eigenstate and towards the ground state of H (of eigenvalue E0 = −9). Ground 
states are |30⟩ = |00011110⟩ and |225⟩ = |11100001⟩ (written in binary notation), where the latter is obtained from the 
former by flipping all qubits. The state we end up with after s = 10 QITE steps is |0001⟩⊗(cos θ|0⟩+sin θ|1⟩)⊗2 ⊗|11⟩, 
where tan θ = 0.5. It is a linear combination of the states |19⟩, |23⟩, |27⟩, |31⟩, all of which are eigenstates of the 
Hamiltonian with corresponding eigenvalue E3 = −3. 

An example of worst-performing ten-vertex graph is shown in Figure 5(c). We obtained convergence to C = 16, 
whereas Cmax = 17. Thus, C/Cmax = 0.94 whereas the probability of overlap with the ground state is zero, because 
our algorithm converged to the first excited state |188⟩ = |0010111100⟩ with energy E1 = −11 which is orthogonal to 
the ground states |339⟩ = |0101010011⟩ and |684⟩ = |1010101100⟩ with energy E0 = −13. 

Interestingly, the performance can be improved further by considering an imaginary-time-dependent (ITD) Hamil- 
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FIG. 5. Example graphs on which our linear QITE algorithm under-performs: (a) 6-vertex, (b) 8-vertex, and (c) 10-vertex 
graphs. 

 
 

(a) (b) (c) 

 
FIG. 6. Convergence of our linear QITE algorithm for Hamiltonian with constant coefficients to energy levels −3, −3, −11, 
compared with imaginary-time-dependent Hamiltonian to ground state energy −5, −9, −13, for the six-, eight-, and ten-vertex 
graph, respectively, in Figure 5. 

 

 
tonian (Eq. (8)). To this end, we start the time evolution along a different path in terms of updates with respect to 
the imaginary-time-dependent HGj [s], thereby evading the standard path which results in convergence to an excited 
state. Let HG be the Hamiltonian corresponding to the graph G = (V, E) of interest, and HG′ the Hamiltonian for a 
subgraph G′ = (V ′, E′) of G. Initially, we excise G′ and gradually turn it on to form the graph G we are interested 
in. This leads us to consider the Hamiltonian with ITD edges, 

 

H[s] = HG − f (s)HG′ (19) 
 

where f (s) interpolates between 1 for s = 1 and 0 for large s (s ≥ s0 for a given s0), interpolating between the graph 
G and its subgraph in which G′ has been excised. In terms of the weights hij in Eq. (8), we have constant weights 
hij = 1, for edges not in G′ ((ij) ∈/ E′), and hij = 1 − f (s), for (ij) ∈ E′. 

For the six-vertex graph in Figure 5(a), by excising two edges (E′ = {(16), (25)}), and switching them back on in 
three QITE steps (f (1) = 1, f (2) = 0.5, and f (s) = 0 for s > 2), we obtained convergence to the ground state, and 
therefore performance of 100% in both metrics C/Cmax and Pground. A comparison between the Hamiltonian with 
constant coefficients and the interpolating Hamiltonian is shown in Figure 6(a). For the subgraph G′ to be excised, 
we found 11 different possibilities consisting of pairs of edges out of 9 = 36 possible combinations for which our 
algorithm successfully converged to the ground-state. 

Similarly, for the eight-vertex graph in Figure 5(b), we obtained convergence to the ground state by excising G′ 
consisting of the pair of edges E′ = {(36), (58)}. It turned out that out of all 11 = 55 combinations, 17 yielded 
convergence to the ground state. For the ten-vertex graph in Figure 5(c), convergence to the ground state was 
obtained for 40 different G′ subgraphs consisting of pairs of edges out of 18 = 153 possible combinations. A 
comparison between the Hamiltonian with constant coefficients and the interpolating Hamiltonian is shown in Figures 
6(b) and 6(c) for the eight- and ten-vertex graphs, respectively. 

Motivated by the success of the modified linear QITE algorithm with ITD Hamiltonian on the worst-performing 
graphs in Figure 5, we applied the strategy of gradually switching on a pair of edges to the remaining graphs on which 
our linear QITE algorithm under-performed, i.e, it was not 100% successful and did not converge to the ground state 
that would yield the optimal MaxCut solution. Out of all 112 connected six-vertex graphs, our linear QITE algorithm 
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using a Hamiltonian with constant weights led to convergence to the ground state for 101 of them. For the remaining 
11 graphs, we obtained convergence to the first excited state. Using an ITD Hamiltonian with an appropriate choice 
of a pair of ITD weighted edges, we obtained convergence to the ground state for all remaining 11 graphs. 
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FIG. 7. (a) Average C/Cmax vs. number of vertices. The blue line is the result of applying s = 5 QITE steps, and the green 

line is the result of applying QITE with two ITD edges. (b) C/Cmax vs. number of vertices for the worst performing graphs 
computed with five-step linear QITE (blue line) and modified QITE with ITD edges (orange line). For reference to classical 
algorithms, the 88% worst-performance level of the Goemans-Williamson algorithm is indicated with a red line. 

 

 

 
 

 

FIG. 8. Average number of steps to reach C/Cmax of at least 93% vs. number of vertices. 

 
Similar results were obtained for eight-vertex graphs. Our linear QITE algorithm with constant weights led to 

convergence to the ground state for 8,995 graphs out of all 11,117 connected eight-vertex graphs. For the remaining 
2,122 graphs, we obtained convergence to an excited state, mostly the first excited state, which explains the near- 
perfect performance in terms of the C/Cmax metric. By switching on appropriately chosen pairs of edges, our modified 
linear QITE algorithm led to convergence to the ground state in all remaining 2,122 eight-vertex graphs. A pair of 
ITD edges also sufficed for ten-vertex graphs that we considered. Out of a randomly chosen sample of 200 graphs, 
134 converged to the ground state with our algorithm using constant weights. The remaining 76 ten-vertex graphs 
also converged to the ground state after excising and gradually switching on a pair of edges that were appropriately 
chosen in each case. 

Even though a large number of pairs of edges leads to convergence to the ground state, there appears to be no 
way of determining them from the graph. However, going through all possible combinations only adds a polynomial 
overhead (O(|V |2)) to the calculation. It would be interesting to determine how the number of edges that need to 
be assigned weights that vary with imaginary time changes as larger graphs are analyzed. Our results indicate that 
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FIG. 9. (a) Average C/Cmax comparison between QITE and a classical greedy algorithm. (b) Overlap with ground state for a 
random sample of graphs with number of vertices |V | = {20, 25, 30, 35, 40}. 

 

 
our linear QITE method offers an efficient solution to the MaxCut problem with complexity of the algorithm growing 
polynomially with the number of vertices |V | of the graph. 

The performance of our linear QITE algorithm remains robust on larger graphs. We applied the modified linear 
QITE algorithm with ITD edges to over 1,000 randomly chosen graphs with up to 50 vertices. The results are 
summarized in Figure 7(a). The blue line shows the performance of five steps of linear QITE whereas the green line 
shows the performance of the modified algorithm with two ITD edges showing significant performance improvement. 
The lowest C/Cmax was found to be above 93%. This is above the performance of the Goemans-Williamson algorithm 
[8], which is the best known classical algorithm, at 88% approximation ratio for MaxCut. 

Accumulated results for the graphs we analyzed with between 25 and 50 vertices are plotted in Figure 8 (blue 
line). It is important to note that the number of QITE steps needed to reach C/Cmax above 93% is uniform, varying 
between 9 and 11, and does not grow with the number of vertices of the graphs. A performance comparison after 
applying s = 5 QITE steps to the worst performing graphs with the modified QITE method employing two ITD edges 
is shown in Figure 7(b). 

All the graphs we analyzed above have been randomly chosen with edge probability between 9% and 99%. Next, we 
focus on less dense graph with edge probability randomly chosen between 3.5% and 4.5% per vertex which produces 
four edges per vertex on average. Figure 9(a) shows a comparison between QITE and a classical greedy algorithm[7]. 
Each green data point represents the average C/Cmax over 25 different graphs calculated using QITE on randomly 
chosen graphs with the same number of vertices |V | for |V | ∈ {20, 25, 30, 35, 40}. We applied the modified QITE 
algorithm with ITD edges making 100 random selections of pairs of such edges from a total of O(|V |2) pairs and 
choosing the best result. The blue data points represent average C/Cmax values of the same graphs obtained with 
a greedy algorithm. As we can see, the QITE performance is comparable to the performance of the classical greedy 
algorithm. Unlike the deterministic greedy algorithm, QITE is a probabilistic algorithm that yields a superposition 
state that we can take advantage of. QITE may converge to a superposition state that has a finite overlap with the 
ground state. In this case, one can obtain Cmax even when the average C/Cmax is less than 100%. Figure 9(b) shows 
the overlap with the ground state for the same graphs. Only four to seven among 25 graphs of a given number of 
vertices has zero overlap with the ground state. The rest of the graphs have non-vanishing overlap with most between 
90% and 100% percent. 

 

 
IV. CONCLUSION 

 
The ability of quantum algorithms to outperform their classical counterparts is primarily due to their ability to 

to tap the resource of quantum entanglement. In the case of combinatorial optimization, this is seen in QAOA [9] 
which introduces entanglement to solve a problem, such as MaxCut, in which both the initial state and desired final 
state are separable. However, despite considerable effort, quantum advantage is yet to be proved or demonstrated 
experimentally. QITE offers a different approach to combinatorial optimization by effectively cooling the system down 
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to its ground state and obtaining its minimum energy that corresponds to the optimal solution of the corresponding 
combinatorial optimization problem [39]. In general, QITE also introduces entanglement, but quantum advantage is 
yet to manifest. 

In an effort to investigate the impact of entanglement on combinatorial optimization problems, we applied a version 
of QITE to the MaxCut problem that used a linear Ansatz for unitary updates and a separable initial state. Thus, we 
introduced no entanglement in the quantum algorithm which could be efficiently simulated by a classical computer. 
Remarkably, even though the linear updates introduced approximations at each step, for all graphs we analyzed 
our linear QITE algorithm succeeded in converging to the ground state, thus resulting in a performance exceeding 
93% in terms of the metric C/Cmax. Importantly, the number of steps needed to reach that performance remained 
fairly uniform over the graphs we analyzed and did not grow with the number of vertices. Although further work on 
higher-order graphs is needed, our results indicate that our linear QITE method is efficient with the number of steps 
growing modestly with the number of vertices |V | of the graph. In detail, we analyzed graphs with up to fifty vertices. 
After ten QITE steps using a Hamiltonian with constant weights, all graphs almost converged to an eigenstate of  
the Hamiltonian. A high percentage of them converged to the ground state. The remaining graphs converged to an 
excited state which, however, still led to very high performance in terms of the average C/Cmax metric. The average 
C/Cmax was found to be 89%. Furthermore, we were able to improve this performance and obtain convergence to 
the ground state, leading to average C/Cmax ≈ 97% and worst performance of 93%, by considering an imaginary- 
time-dependent Hamiltonian resulting from excising a pair of edges appropriately chosen and switching them back 
on gradually within a few QITE steps. For each graph, we found several pairs of edges that led to the ground state. 
However, there appears to be no guidance on how to choose these edges in a given graph. Nevertheless, checking all 
possible pairs of vertices only introduces a polynomial overhead (O(|V |2)) in the calculation. 

To observe quantum advantage in the solution of the MaxCut problem, it appears to be necessary to consider graphs 
that are much larger than fifty-vertex graphs. This may take us outside the realm of NISQ devices as the depth of 
the quantum circuits will introduce a prohibitive amount of quantum errors. On the other hand, our work can be 
extended to larger graphs on which we can perform numerical calculations and investigate how complexity depends on 
the number of vertices and the role of entanglement. Entanglement can be introduced by adding higher-order terms 
to the unitary updates at each QITE step. It would be interesting to study what type of graphs with a large number 
of vertices can be accessed with NISQ devices at performance levels that exceed other quantum algorithms. Work in 
this direction is in progress. 
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