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Although the ground-state energy of the Kitaev spin liquid can be calculated exactly, the associ-
ated vison gap energy has to date only been calculated numerically from finite size diagonalization.
Here we show that the phase shift for scattering Majorana fermions off a single bond-flip can be
calculated analytically, leading to a closed-form expression for the vison gap energy ∆ = 0.2633J .
Generalizations of our approach can be applied to Kitaev spin liquids on more complex lattices such
as the three dimensional hyper-octagonal lattice.

I. INTRODUCTION

Kitaev spin liquids (KSL) are a class of ex-
actly solvable quantum spin liquid that exhibit spin
fractionalization, anyonic excitations and long-range
entanglement1–5. The fractionalization of spins into Ma-
jorana fermions is accompanied by the formation of emer-
gent Z2 gauge fields, giving rise to Z2 vortex excita-
tions or “visons”. These excitations are gapped, and
the energy cost associated with creating two visons on
adjacent plaquettes is called the vison gap ∆v (Fig[1]).
Proposals for the practical realization of Kitaev spin liq-
uids in quantum materials, including α-RuCl3

5–14 and
Iridates11,15,16 have renewed interest in the thermody-
namics of Kitaev spin liquid17–24. The extension of these
ideas to Yao-Lee spin liquid25,26 and its application to
Kondo models,27,28 motivate the development of an an-
alytical approach to calculate the vison gap ∆v.

The vison gap in KSLs has to date, been determined
by numerical diagonalization of finite size systems1,3.
Here we present a Green’s function approach for the
analytical computation of the vison gap ∆v from the
scattering phase shift associated with a a Z2 bond-flip.
Our work builds on theoretical developments in the field
of Kitaev spin liquids which relate to the interplay be-
tween Majorana fermions and visons1,19,29–37. Using ex-
act calculations, we find the vison gap energy of ∆v =
0.263313(6)J for the Kitaev spin liquid on honeycomb
lattice in the gapless phase, extending the accuracy of
previous calculations1,3. Our calculations reveal the for-
mation of Majorana resonances in the density of states
which accompany the formation of two adjacent visons.
Our approach can be simply generalized to more com-
plex lattices and are immediately generalizable to Yao-
Lee spin liquids.

II. VISON GAP IN THE KITAEV
HONEYCOMB MODEL

The Kitaev honeycomb lattice model1 is described by
the Hamiltonian

HK =
∑
<ij>

Jαij
σ
αij

i σ
αij

j , (1)

where the Heisenberg spins ~σi = (σxi , σ
y
i , σ

z
i ) at site i in-

teract with their nearest neigbors via an Ising coupling
between the αij = x, y, z spin components, along the
coresponding bond directions 〈ij〉, with strength Jαij

, as

shown in Fig[1]. An exact solution of Kitaev Model1

is found by representing the spins as products of Majo-
rana fermions, σαj = 2cjb

α
j which satisfy canonical anti-

commutation algebras, {ci, bαj } = 0, {bαi , b
β
j } = δijδ

α,β ,

(taking the convention that c2j = (bαj )2 = 1/2). The sys-
tem is projected into the physical subspace by selecting
Dj ≡ −4icjb

x
j b
y
j b
z
j = 1 at each site, allowing the Hamil-

tonian (1) to be rewritten as Z2 gauge theory

HKSL = 2
∑
<ij>

Jαij
ûij(icicj), (2)

FIG. 1. (a) The Kitaev honeycomb lattice model, where the
Ising spin couplings along the x, y and z directions are la-
belled by blue, green and red bonds respectively, with prim-
itive lattice vectors ~a1 and ~a2. (b) A bond-reversal at the
origin creates a vison pair, costing an energy ∆v. The string
connecting the adjacent visons is indicated in light blue.
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where the gauge fields ûij = 2ib
αij

i b
αij

j = ±1 on bond

ij commute with the Hamiltonian, [ûij , HK ] = 0. The
plaquette operators Wp

Wp =
∏

<i,j>∈p
uij (i ∈ A, j ∈ B). (3)

formed from the product of gauge fields ûij around the
hexagonal loop p ( plaquette), are gauge invariant and
also commute with the Hamiltonian [Wp, HK ] = 0 and
constraint operators [Wp,Dj ] = 0, giving rise to a set of
static constants of motion which take values Wp = ±1.
Each eigenstate is characterized by the configurations of
{Wp}; Lieb’s theorem38 specifies that the ground state
configuration is flux-free, i.e. Wp = 1 for all hexagons p.
In what follows we will choose the gauge ûij = 1 when
i ∈ A and j ∈ B sublattice, assigning

H0 = HKSL[uij → 1]. (4)

Rewriting H0 in momentum space, we obtain

H0 =
1

2

∑
k∈BZ

ψ†k(~γk · ~τ)ψk, (5)

where

ψk =
1√
Nc

∑
j

(
cj,A
cj,B

)
e−ik·Rj (6)

creates a Majorana in momentum space, where Nc is the
number of unit cells and Rj is the location of the unit
cell and ~γk = (Re(γk),−Im(γk)) is expressed in terms of
the form factor

γk = 2i(Jz + Jxe
ik1 + Jye

ik2),

k =
k1
2π

b1 +
k2
2π

b2, k1, k2 ∈ [0, 2π].
(7)

Here we have employed a reciprocal lattice basis b1,b2

to span the momentum k ∈ BZ, which transforms to
rhombus shaped Brillouin zone in the reciprocal lattice
(see Fig. 2 ). The Majorana excitation spectrum of the
Kitaev spin liquid is given by the eigenvalues of H0, εk =
±|γk|.

We create two adjacent visons by flipping the gauge
field in the unit cell at origin to û(0,A)(0,B) = −1 as shown
in Fig [1], resulting in the following Hamiltonian:

HKSL+2v = H0 + V, (8)

where

V̂ = −4Jz(ic0,Ac0,B) (9)

acts as a scattering term for majoranas in the bulk. In
this way, the vison gap calculation is formulated as a
scattering problem.

For this case, the Hamiltonian is given by

HKSL+2v =
1

2

∑
k∈BZ

ψ†
k(~γk · ~τ)ψk +

1

2
cT0 (V τ2)c0, (10)

FIG. 2. Rearranged first Brillouin zone (BZ) constructed in
the reciprocal lattice vector basis spanned by b1 and b2.

c0 =

(
c0,A
c0,B

)
=

1√
Nc

∑
k∈BZ

ψk (11)

creates a Majorana fermion at the origin and V = 4Jz.
We now set up the scattering problem in terms of

Green’s functions. The Green’s function of the unscat-
tered majoranas is G0 = G0(iωn,k)δk,k′ , where

G0(iωn,k) = [iωn − ~γk · ~τ ]−1. (12)

In the presence of the bond-flip at the origin, the Green’s
function of the scattered majoranas is given by G =
(G−10 − V̂ )−1, where V̂k,k′ = (V τ2)/Nc is the scatter-
ing matrix. The total free energy of the non-interacting
ground-state in the presence of the scattering is given by
the standard formula

βF = −1

2
Tr[ln(−G−1)] = −1

2
Tr ln[−G−10 + V̂ ], (13)

where Tr denotes the full trace over Matsubara frequen-
cies, momenta and sublattice degrees of freedom. The
change in free energy is then given by

∆F = − 1

2β
Tr[ln(1− V̂ G0)] =

1

2β

∞∑
r=1

1

r
Tr
[
(V̂ G0)r

]
.(14)

We now carry out the trace over the Matsubara frequen-
cies and momenta, so that

∆F =
1

2β

∑
iωn

∞∑
r=1

1

r
tr

[(
V τ2
Nc

∑
k

G0(iωn,k)

)r]
, (15)

where tr
[ ]

denotes the residual trace over sublattice
degrees of freedom. Now, we can incorporate the sum-
mations over momentum by introducing the local Green’s
function

g(z) =
1

Nc

∑
k∈BZ

G0(z,k), (16)
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FIG. 3. Showing real and imaginary parts of (a)g0(ω) and (b)
g2(ω) as defined in equations (21), (27) and (28).

so that

∆F =
1

2β

∑
iωn

∞∑
r=1

1

r
tr [(V τ2g(iωn))r]

= − 1

2β

∑
iωn

tr[ln(1− V τ2g(iωn))], (17)

where we have re-assembled the Taylor series as a loga-
rithm.

We shall illustrate our method for the isotropic case
Jx = Jy = Jz = J , setting K = 2J and V = 4J . In
this case, γk = iK(1 + eik1 + eik2). If we divide γk =
i(γc(k) + iγs(k)) into its even and odd components

γc(k) = K(1 + cos k1 + cos k2),

γs(k) = K(sin k1 + sin k2), (18)

then G0(iωn) can be rewritten as

g(z) =
1

Nc

∑
k∈BZ

z − (γc(k)τ2 + γs(k)τ1)

z2 − |γk|2
. (19)

The odd component γs(k) vanishes under momentum
summation so that

1− V̂ g(z) = 1− 2V

Nc

∑
k∈BZ

zτ2 − γc(k)

z2 − |γk|2

= 1− V (τ2g0(z)− I2g2(z))

(20)

where

g0(z) ≡ 1

Nc

∑
k∈BZ

z

z2 − |γk|2
,

g2(z) ≡ 1

Nc

∑
k∈BZ

γc(k)

z2 − |γk|2
. (21)

Carrying out the trace in the free energy we then ob-
tain

∆F = −T
2

Tr
[
ln(1− V̂ G0)

]
(22)

= −T
2

∑
iωn

ln
[
(1 + V g2(iωn))2 − (V g0(iωn))2

]
.

The Matsubara summation can then be carried out as
an anti-clockwise contour integral around the imaginary
axis weighted by Fermi function, f(z) = [eβz + 1]−1. De-
forming the contour to run clockwise around the real axis
we obtain

∆F =

ˆ ∞
−∞

dω

2π

(
1

2
− f(ω)

)
δv(ω), (23)

where

δv(ω) = Im ln

[
(1 + 2Kg2(z))2 − (2Kg0(z))2

]
z=ω−iδ

(24)

is identified as the scattering phase shift. Note that δv(ω) = −δv(−ω) is an antisymmetric function of frequency. At
zero temperature the vison gap is then

∆v = −K
ˆ 0

−∞

dx

2π
Im ln

[
(1 + 2g2(z))2 − (2g0(z))2

]
z=x−iδ

(25)

where we have rescaled the frequency in units of K, setting z = ω/K. In the reciprocal basis

g0(z) =

ˆ 2π

0

dk1
2π

ˆ 2π

0

dk2
2π

z

z2 − |γk|2
,

g2(z) =

ˆ 2π

0

dk1
2π

ˆ 2π

0

dk2
2π

γc(k)

z2 − |γk|2
,

(26)

where we have set K = 1 in γ(k), i.e γk = 1 + eik1 + eik2 and γc = cos(k1) + cos(k2). The interior integral over k2
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FIG. 4. (a)The scattering phase shift δv(ω) associated with the creation of two adjacent visons, as a function of frequency
ω in units of K.(b)Scattering phase shift δv(ω) on an expanded scale, showing inflection point at origin. (c)Resonance in the
scattering density of states around ε0 = ±0.07K in the density of state change ∆ρ(ω) due to the bond flip potential, as a
function of frequency ω in units of K. This resonance may become sharp in the gapped topological state, signifying vison
bound-states.

can be carried out as a complex contour integral over w = eik2 around the unit circle, (Appendix A), giving

g0(z) =

ˆ 2π

0

dk

2π

z

(z2 − (3 + 2c))
√

1− 8(c+1)
(z2−(3+2c))2

, (27)

g2(z) =

ˆ 2π

0

dk

2π

2c+ 1

(z2 − (3 + 2c))
√

1− 8(c+1)
(z2−(3+2c))2

, (28)

where c ≡ cos(k). These integrals were evaluated numerically, to obtain the phase shift δv(ω) (Fig[4]). The phase
shift was interpolated over over a discrete set of N points and the integral (25) was carried out numerically on
the interpolated phase shift. By extrapolating the limit 1/N → 0, we find the vison gap energy to be ∆v =
0.1311656(3)K = 0.263313(6)J for the isotropic case Jz = Jy = Jz = J .

This analytically-based calculation improves on the earlier result obtained via numerical diagonalization of finite
size systems1 i.e. ∆v ≈ 0.267J . Its main virtue however, is that the method can be easily generalized, and we gain
insights from the calculated scattering phase shifts.

From the calculated phase shift, we can calculate the
change in density of states (DOS)

∆ρ(ω) =
1

2π

dδv
dω

(29)

(Fig. 4 c.) associated with a Bond flip, which is seen to
contain a resonance centered around ε0 ≈ ±0.07K. This
resonance can be examined in detail by expanding g0(z)
and g2(z) for small z:

g0(ω) =
ω√
3π

ln

(
3

|ω|

)
+ i
|ω|√

3

g2(ω) = −2

3
− ω2

3
√

3π

[
ln

(
3

|ω|

)
+ iπsign ω

] (30)

Which can be used to evaluate scattering phase shift
δv(ω) (24), and the resonant DOS change ∆ρ(ω) (29)
analytically. The position of the resonance is determined
by the integration over the entire band but its width is

determined by the density of states at low energies. Since
the DOS vanishes inside the spectral gap, the resonance
may become sharp in the topological state. The sharp
peak in the gapped state signifies the binding of Majo-
rana fermions to the visons formed by Z2 bond flip at
origin.

III. DISCUSSION

In this work we have presented an analytical method
for determination of the vison gap by treating the flipping
of the Z2 gauge field as a scattering potential for the
Majorana fermions. In this way, we have been able to
analytically extend the numerical treatment by Kitaev
for the isotropic model on honeycomb lattice1 to obtain
an analytic result for the vison gap energy ∆v.

A key part of our approach is the calculation of the
Majorana phase shift for scattering off the bond-flipped
configuration. One of the interesting observations is that
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FIG. 5. Schematic illustration of the resonance in the density
of states for the gapless Kitaev spin liquid. The resonance
is expected to become sharp when a gap opens in the bulk
density of states, forming a fermionic bound-state at the vison
pair.

the scattering contains a Majorana bound-state reso-
nance, located at an energy ε0 ≈ ±0.07K. Since this
bound-state is formed from scattering throughout the en-
tire Brillouin zone, its location is expected to be quite
robust. Thus in those cases where the excitation spec-
trum acquires a gap, eg through time-reversal symme-
try breaking1,39, we expect this resonance to transform
into a sharp in-gap excitation. While it is possible to

FIG. 6. Hexagonal lattice of Kitaev spin liquid is embedded
on a torus by application of periodic boundary condition. An
anyons forms within the torus is formed flipping the bonds
along a non-contractable loop that encircles the torus.

extend our method to analytically calculate the energy
associated with anyons by flipping x− x bonds along a1
direction, a much simpler derivation of the anyon energy
in the KSL can be made by taking making two copies
of the KSL, forming a complex fermion Hamiltonian
Hc = HKSL + HKSL. The line of reverse bonds around
the torus can then be absorbed by a unitary transforma-
tion that redistributes the odd boundary condition into
an effective vector potential that shifts all the momenta
k = (k1, k2) → (k1 + π

L , k2), equivalent to introducing a
half magnetic flux with vector potential Ax = π

L . Treat-
ing the response to the vector potential in an analogous
fashion to a superconductor, the putative the energy cost
of an anyon would be

∆E =

ˆ
d2x

ρs
4
A2
x = ρs

π2

4
, (31)

where ρs is the superfluid stiffness associated with the
ground-state, A = π/L is the vector potential and the
factor of 4 derives from halving the energy of the com-
plex fermion system. However, since the complex fermion
Hamiltonian Hc preserves the global U(1) symmetry, its
superfluid stiffness ρs vanishes so it costs no energy to
create anyons in the gapless state. From this line of rea-
soning, we can see that the ground state of the Kitaev
spin liquid has a four-fold degeneracy and is topologically
ordered.

Finally, we note that our method also admits vari-
ous generalizations. For example, it can be extended to
anisotropic couplings i.e. Jx 6= Jy 6= Jz as well as to
higher dimensions, such as the three-dimensional hyper-
octagonal lattice. Moreover, our method can be applied
to study the impact of spinor order formation as a con-
sequence of hybridization between conduction electrons
and Majorana spinons in the CPT model for a Kondo
lattice coupled to a Yao-Lee spin liquid27,28. This allows
us to study the stability of Yao-Lee spin liquid against
spinor order formation, the subject of a forthcoming ar-
ticle by the authors.
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Appendix A: Analytic Calculation of Green’s
Function in Honeycomb Lattice

Here we show how to simplify the integrals

g0(z) =

ˆ 2π

0

dk1
2π

ˆ 2π

0

dk2
2π

z

z2 − |γk|2
,

g2(z) =

ˆ 2π

0

dk1
2π

ˆ 2π

0

dk2
2π

γc(k)

z2 − |γk|2
,

(A1)

where γc(k) = 1 + cos(k1) + cos(k2), using a contour
integral. We begin by noting that the integrals over k1
and k2 can be carried out in either order, allowing us to
pull the cosines in γc(k) out of the inner integral, so that

g0(z) =

ˆ 2π

0

dk1
2π

zI0(z, k1),

g2(z) =

ˆ 2π

0

dk1
2π

(1 + 2 cos k1)I0(z, k1), (A2)

where

I0(z, k) =

ˆ 2π

0

dk2
2π

1

z2 − |γk|2
. (A3)
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Writing s = eik1 and w = eik2 , we can rewrite I0 as a
counter-clockwise integral around the unit circle |w| = 1,

I0(z, k) ≡ I0(z, s) =

‰

|w|=1

dw

2πiw

1

z2 − |γ(s, w)|2
. (A4)

Rewriting the denominator as a quadratic function of w,

z2 − |γ(s, w)|2 = z2 − (1 + s+ w)(1 +
1

s
+

1

w
)

= − (1 + s)

sw
(w2 + wb+ s),

(A5)

where

b =
1 + 3s+ s2 − sz2

(1 + s)
. (A6)

We can thus write the integral in the form

I0(z, s) = − s

1 + s

‰
dw

2πi

1

(w − w+)(w − w−)
(A7)

where

w± = − b
2
±

√(
b

2

)2

− s (A8)

are the poles of the integrand.
Now since w+w− = s = eik1 , it follows that |w+w−| =

1, so that only one of these poles lies inside the contour.
(In general, this may depend on the way we treat the
branch cuts inside the square root of (A8). However,
we don’t actually need to know which pole it is, as this
we will fix the sign and the branch-cuts in the final ex-
pression by demanding that the asymptotic behavior of
I0 ∼ 1/z2 is analytic at large z.) Lets assume that the
pole closest to the origin is at w = w−, then we obtain

I0(z, s) =
s

1 + s

1

w+ − w−
=

s

1 + s

1√
b2 − 4s

. (A9)

Now expanding the denominator, we have

(1 + s)
√
b2 − 4s =

√
(1 + 3s+ s2 − sz2)2 − 4s(1 + s)2

= s
√

(3 + 2 cos k1 − z2)2 − 8(cos k + 1)

= s(z2 − (3 + 2 cos k1))

√
1− 8(cos k + 1)

(z2 − (3 + 2 cos k1))2
, (A10)

where we have factorized the final expression, to guarantee that at large z, I0(z, s) ∼ 1/z2 is analytic. Combining the
above results, gives us the following expressions for g0(z) and g2(z)

g0(z) =

ˆ 2π

0

dk

2π

z

(z2 − (3 + 2c))
√

1− 8(c+1)
(z2−(3+2c))2

g2(z) =

ˆ 2π

0

dk

2π

2c+ 1

(z2 − (3 + 2c))
√

1− 8(c+1)
(z2−(3+2c))2

(A11)

Where c ≡ cos(k), which are the expressions given in (27) and (28).
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