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Abstract 
The existence of asymmetry in X-ray Photoelectron Spectroscopy (XPS) photoemission lines 
is widely accepted, but line shapes designed to accommodate asymmetry are generally 
lacking in theoretical justification. In this work, we present a new line shape for describing 
asymmetry in XPS signals that is based on two facts. First, the most widely known line shape 
for fitting asymmetric XPS signals that has a theoretical basis, referred to as the Doniach-
Sunjic (DS) line shape, suffers from a mathematical inconvenience, which is that for 
asymmetric shapes the area beneath the curve (above the x-axis) is infinite. Second, it is 
common practice in XPS to remove the inelastically scattered background response of a peak 
in question with the Shirley algorithm. The new line shape described herein attempts to retain 
the theoretical virtues of the DS line shape, while allowing the use of a Shirley background, 
with the consequence that the resulting line shape has a finite area. To illustrate the use of 
this Doniach-Sunjic-Shirley (DSS) line shape, a set of spectra obtained from varying amounts 
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of graphene oxide (GO) and reduced GO on a patterned, heterogeneous surface are fit and 
discussed. 
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Introduction 
Peak shapes used to fit X-ray photoelectron spectroscopy (XPS) data represent a constraint 
on optimization that can force more physically meaningful outcomes. Hence, XPS peak fitting 
is best performed using peak models (functional forms) designed with the best possible 
shapes for each component. Several different peak shapes have been designed and used for 
XPS peak fitting [1–3], which become increasingly important as material complexity increases. 
For example, complex oxides are employed/developed in heterogeneous catalysis, the 
semiconductor industry, and in thin film deposition [4,5,14–20,6–13]. Application of XPS to 
these surfaces often results in complex spectral envelopes produced by multiple chemical 
states that may manifest themselves as asymmetric signals. Here, the asymmetric 
component(s) at (typically) lower binding energies influence the higher binding energy peaks 
within a given peak model.  When estimating the ratios of these types of chemical states in 
peak fitting, it is advantageous to have line shapes that can accurately describe such 
asymmetry. It has recently been shown that a significant fraction of the XPS data in the 
scientific literature has been fit improperly [21–23].  Accordingly, a better understanding of 
XPS, including the development of new functional forms (peak shapes) is an important and 
current topic. Recent efforts have been made to provide the community with guides on the 
acquisition and analysis of XPS data, including peak fitting [22,24–26]. 

Since its introduction, the Doniach-Sunjic (DS) line shape has been called into question 
because its asymmetric, closed-form mathematical description integrates to infinity [27]. 
Accordingly, while the DS line shape may provide a tool for fitting asymmetric XPS data, the 
meaning one assigns to it is entirely arbitrary. Nevertheless, there are photoemission peaks 
for which asymmetric line shapes are important, but selecting line shapes from the various 
ad hoc functions designed to allow for asymmetry based on data alone is problematic because 
data rarely provide enough guidance to identify the true line shape for a given photoemission 
peak. An approach based on physics is always preferable to ad hoc methods. Indeed the 
Doniach-Sunjic method follows a logic based on physics, and there is a need to create a line 
shape that follows its shape for asymmetry, but with the additional essential property of a 
finite area. 

The mathematics of photoemission and background curves are fundamentally different. 
While the quantized nature of energy levels for electrons bound to atoms suggests 
photoemission without energy loss should be countable and proportional to the number of 
atoms from which photoemission occurs, the same link between the number of atoms and 
the background signal is not expected for XPS data. That is, the background signal originates 
from atoms that may not be involved in generating a zero-loss signal. Furthermore, the 
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background signal in XPS is not limited to a single photoemission process but results from all 
photoemission processes that generate electrons with initial kinetic energies greater than 
that of a specific photoelectron peak or region. Thus, one does not expect a background curve 
to mathematically integrate to a finite area for infinite limits. For example, the Shirley 
algorithm [28] commonly used to remove the inelastically scattered background 
asymptotically approaches a non-zero value as energy approaches negative infinity, i.e., 
extended to plus and minus infinity, the integral of a Shirley background is infinite [29].   

The use and results of any line shape always depends on the method used to remove the 
background signal. This statement is a simple consequence of the fact that a synthetic 
envelope is formed by summing the background along with all the synthetic fit components 
in proportions necessary to fit the data envelope. That is, even when a background curve is 
computed directly from the data, its shape contributes to the final synthetic envelope. 
Accordingly, if the background intensity increases, the photoemission intensity must 
decrease, and vice versa, i.e., changes to the shape of one must necessarily affect the shape 
of the other. While classifying the curves used in peak models as either photoemission or 
background is useful, we note that the DS curve fits into neither classification precisely. 
Therefore, it can be asked: in what sense does the DS profile represent the photoemission 
signal? Since the area of asymmetric DS line shapes is infinite, one answer is that the DS line 
shape has characteristics of both a photoemission peak and also of a curve that represents 
energy loss similar to a background. Thus, if it is assumed that the infinite area for the DS 
profile is due to its background characteristics, one method to modify it would be to subtract 
a curve with the shape expected for energy loss events during photoemission. If one limits 
the use of the DS line shape to materials with small band gaps, then the Shirley algorithm can 
be justified as the form for a background curve that can be removed from the DS line shape. 

Following the logic described above, we define a new line shape that we refer to as the 
Doniach-Sunjic-Shirley (DSS) line shape. It is based on the original DS profile with an added 
energy loss curve modeled by the Shirley algorithm. Here, the DS line shape parameters are 
augmented by a third parameter that controls the energy offset between the DS profile 
maximum and the point along the DS profile curve at which a Shirley shape computed from 
the DS profile becomes equal to the DS profile. After mathematically defining this new peak 
shape, we present an example of a repeated, automated analysis with a peak model in which 
asymmetry plays a significant role. Here, C 1s spectral image data collected from a patterned 
sample composed of graphene oxide (GO) and reduced GO provides a challenging application 
for non-linear optimization, which is made possible by the use of the asymmetric DSS line 
shape devised in this work. 

This article is protected by copyright. All rights reserved.
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Methods 

Shirley Background Profile 
For any synthetic line shape 𝐹𝐹(𝑥𝑥) a Shirley background, SB, is computed as follows. 

𝑆𝑆𝑆𝑆[𝐹𝐹(𝑥𝑥)] = ∫ 𝐹𝐹(𝜑𝜑)𝑑𝑑𝑑𝑑∞
𝑥𝑥         (1). 

Voigt Based Lineshapes 
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿: 𝑙𝑙(𝑥𝑥) = 1

1+4𝑥𝑥2
        (2), 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺: 𝑔𝑔(𝑥𝑥:𝑤𝑤) = 𝑒𝑒−4𝑙𝑙𝑙𝑙2�
𝑥𝑥
𝑤𝑤�

2

       (3), 

𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ𝑎𝑎𝑎𝑎𝑎𝑎: 𝐿𝐿𝐿𝐿(𝑥𝑥:𝑤𝑤) = 𝑁𝑁∫ 𝑙𝑙(𝜏𝜏)𝑔𝑔(𝑥𝑥 − 𝜏𝜏:𝑤𝑤)𝑑𝑑𝑑𝑑∞
−∞      (4), 

           (4), 

𝐿𝐿𝐿𝐿(1, 𝑛𝑛) is notation used to define a true Voigt line shape defined by Equation (4) where 
the first parameter, 1, indicates a Lorentzian, Equation (2), and 𝑤𝑤 = 𝑤𝑤(𝑛𝑛). The parameter 𝑛𝑛 
in 𝐿𝐿𝐿𝐿(1,𝑛𝑛) specifies the width 𝑤𝑤 for a Gaussian that is convolved with the Lorentzian 
(Equation (4)) to obtain a Voigt line shape. 

Mathematical definition of the new Doniach-Sunjic-Shirley (DSS) Line Shape 
The Doniach-Sunjic profile 𝑃𝑃 with asymmetry parameter 𝛼𝛼 is defined by (5) 

𝑃𝑃(𝑥𝑥,𝛼𝛼) = 1

[1+4𝑥𝑥2]
1−𝛼𝛼
2

× 𝑐𝑐𝑐𝑐𝑐𝑐 �𝜋𝜋𝜋𝜋
2

+ (1 − 𝛼𝛼)𝑡𝑡𝑡𝑡𝑡𝑡−1(2𝑥𝑥)�    (5). 

A line shape is derived from the Doniach-Sunjic profile by convolution with a Gaussian, 𝑔𝑔, in 
Equation (3), of width characterized by the parameter 𝑛𝑛 according to (6) 

𝐷𝐷𝐷𝐷(𝑥𝑥,𝛼𝛼,𝑛𝑛) = 𝑃𝑃(𝑥𝑥,𝛼𝛼) ∗ 𝑔𝑔(𝑥𝑥:𝑤𝑤(𝑛𝑛))       (6). 

We note that for 𝛼𝛼 = 0, 𝑐𝑐𝑐𝑐𝑐𝑐 �𝜋𝜋𝜋𝜋
2

+ (1 − 𝛼𝛼)𝑡𝑡𝑡𝑡𝑡𝑡−1(2𝑥𝑥)� = 1

[1+4𝑥𝑥2]
1
2
 and therefore 𝑃𝑃(𝑥𝑥, 0) is a 

Lorentzian, hence 𝐷𝐷𝐷𝐷(𝑥𝑥, 0,𝑛𝑛) = 𝑃𝑃(𝑥𝑥, 0) ∗ 𝑔𝑔(𝑥𝑥:𝑤𝑤(𝑛𝑛)) is a Voigt line shape.  We describe the 
lineshape in the figures herein as DS(α,n) where the value of α is the first adjustable 
parameter in Equation (6) and n is the second adjustable parameter. 

A Shirley background response for a Doniach-Sunjic profile is defined as (7) 

𝑆𝑆𝑆𝑆[𝑃𝑃(𝑥𝑥,𝛼𝛼)] = ∫ 𝑃𝑃(𝑥𝑥,𝛼𝛼)𝑑𝑑𝑑𝑑∞
𝑥𝑥         (7). 

This article is protected by copyright. All rights reserved.
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The definition for a Doniach-Sunjic-Shirley profile is then as follows in Equations (8) and (9) 
where 

𝑄𝑄(𝑥𝑥,𝛼𝛼, 𝑛𝑛, 𝑙𝑙) = �
0, 𝑥𝑥 < −𝑙𝑙

�𝑃𝑃(𝑥𝑥,𝛼𝛼) − 𝑘𝑘 × 𝑆𝑆𝑆𝑆[𝑃𝑃(𝑥𝑥,𝛼𝛼)]�, 𝑥𝑥 ≥ −𝑙𝑙    (8), 

𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥,𝛼𝛼,𝑛𝑛, 𝑙𝑙) = 𝑄𝑄(𝑥𝑥,𝛼𝛼, 𝑛𝑛, 𝑙𝑙) ∗ 𝑔𝑔(𝑥𝑥:𝑤𝑤(𝑛𝑛))      (9), 

where 𝑘𝑘 is determined such that 

𝑆𝑆𝑆𝑆[𝑃𝑃(−𝑥𝑥𝑙𝑙,𝛼𝛼)] = 𝑃𝑃(−𝑥𝑥𝑙𝑙,𝛼𝛼)         (10). 

The relationship in Equation (10) is illustrated for 𝑙𝑙 = 52 in Figure 1(c).  We describe the DSS 
lineshape herein as DS(α,n,l), where the value of α is the first adjustable parameter in 
Equation (9), n is the second adjustable parameter, and l is the third adjustable parameter. 

A comparison of the DS and DSS line shapes is shown in Figure 1.  The DSS line shape is 
constructed in terms of the DS line shape, and therefore the DSS line shape definition involves 
adding a third adjustable parameter to the DS line shape. The influence of the third parameter 
in the definition of the DS line shape is illustrated in Figure 1(b) using 𝛼𝛼 = 0.1, where three 
examples of the third parameter for the DSS line shapes with 𝛼𝛼 = 0.1 are compared to the 
DS line shape with the same value for α. Increasing the value for 𝑙𝑙 in Equation 9 reduces the 
influence of the Shirley response to a DS line shape, and, as a result, increases the DS 
contribution to the asymmetric curvature in the DSS line shape. 

The DSS line shape has been implemented in CasaXPS [30] starting with release 2.3.24.  In 
CasaXPS, the DS and DSS lineshapes are polymorphic, i.e., determined by the number of 
parameters specified.  This notation is also followed herein. 

Results 

Application of the Doniach-Sunjic-Shirley (DSS) Line Shape 
An important example of a narrow scan that requires an asymmetric line shape is the C 1s 
spectrum of GO. Indeed, the specific example used in this work to demonstrate the DS-
Shirley line shape is an image of GO reduced [31] in a pattern corresponding to the logo of 
the University of Newcastle in the UK shown in Figure 2. A detailed description of the 
corresponding sample preparation and instrumentation is given by Barlow et al. [31].  The 
datasets used to create Figures 2 and 3 of this manuscript are available as Supporting 
Information.  XPS image data were acquired using a Thermo K-Alpha XPS instrument 
operating at a pass energy of 20 eV using an analysis area of 100 𝜇𝜇m. The sample stage was 

This article is protected by copyright. All rights reserved.
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moved beneath the X-ray spot in a raster pattern resulting in an image with 29 rows of 25 
pixels, where each pixel represents a location on the sample at which C 1s spectra were 
acquired. The resulting spectra show varying proportions of GO and reduced GO. These 
types of spectra can sometimes be modeled using a single peak model (as demonstrated in 
this paper), i.e., a model with identical components with common parameter constraints, 
some of which are varied. Figure 3 shows representative spectra from this image that 
correspond to a mixture of GO and reduced GO (Figure 3a), fully reduced GO (Figure 3b), 
and GO (Figure 3c). The same peak model, which employs an asymmetric DSS line shape for 
GO, was applied to all these spectra, and also to all the spectra (pixels) that form the image 
shown in Figure 2. An image was then created for each component (peak) in the model. For 
example, Figure 2 shows the images that represent the C-C signal from reduced-GO and the 
C-O signal that is expected to correlate with GO intensity. The opposite contrasts of these 
maps are consistent with the expected chemistry of the sample. 

The mode used to acquire these data was selected to provide both spatial and chemical 
state information. Chemical state determination requires reasonably high-resolution data. 
While the fitting statistics shown in Figure 3 appear consistent with pulse-counted data, the 
signal-to-noise in these data is lacking. In general, when mapping a sample with spatial 
features of a given size, the analysis area is a compromise between spatial resolution and 
signal-to-noise. The choice of analysis size is also affected by the fact that the sample 
responds differently to charge compensation at different positions on the sample. A small 
analysis area mitigates charge compensation issues but has other consequences. Selecting a 
100 µm analysis area enhances the consistency of the data acquired at the expense of the 
count rate. Inconsistency in the data may occur not only as a result of charge compensation 
but may also vary over an analysis area due to the lens column performance off-axis, both of 
which alter peak shapes. The use of a 100 µm analysis area limits both of these factors. The 
use of a 20 eV pass energy, which also limits count rate, reduces the influence of 
instrumental artifacts in these data. An advantage of the 100 µm analysis area and 20 eV 
pass energy are that they allow spatial variations to be assessed and the construction of the 
two chemical state maps shown in Figure 2. In addition, the size of the analysis area affects 
the composition of the final spectra, particularly for heterogeneous samples. For example, a 
spectrum containing mixed chemical states would be expected from an analysis of the 
boundary between distinct zones containing GO and reduced GO. Another possibility is that 
partially reduced GO would be present on the surface, which would similarly give mixed 
chemical state data. A combination of these factors likely accounts for the spectra with 
mixed compositions in our data set. 

This article is protected by copyright. All rights reserved.
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The goals of peak fitting the spectra in Figure 3 are (i) to obtain a residual standard deviation 
(STD) close to unity (which is expected for pulse counted data), and (ii) the normalized 
residual should appear uniform over the energy interval involved during optimization. Both 
of these goals are reasonably well met. However, confidence in these objectives should be 
tempered when there is a lack of signal, which would permit imperfect line shapes to fit the 
data with good statistics. For example, photoemission measured below the detection limit 
can be fit using a linear curve satisfying the conditions for good data reproduction, but 
clearly, a bell-shaped photoemission peak is not well represented by a linear polynomial.  
Unfortunately, accumulating signal to improve signal-to-noise may damage a sample 
through extended acquisition times and potentially introduce systematic errors that prevent 
good fitting statistics, even for a correctly constructed peak model fit to data with good 
signal-to-noise. Accordingly, the experimental conditions employed to acquire the data in 
Figure 3 appear to have been a good compromise between the signal-to-noise of the 
spectra and any sample damage. Confidence in a proposed peak model is enhanced by 
observing that all of the spectra in a data set can be fit in a way that satisfy both of the goals 
listed above. 

The need for an asymmetric line shape to fit the data from our patterned GO/reduced GO 
sample is underscored by the spectrum in Figure 3b, which shows the type of asymmetric 
tail characteristic of graphitic materials. This asymmetric component is also important for 
fitting the low binding energy feature in the spectrum in Figure 3a, which includes a signal 
characteristic of both reduced-GO and GO. If a single symmetric component were assumed 
to be appropriate for the signal responsible for the peak situated close to 285 eV, the 
binding energy for C-C photoemission would be poorly defined. Since the C-C peak position 
is often used as a reference for carbon in other oxidation states [32], its binding energy must 
be known as precisely as possible. 

The assignment of the peaks used to fit the spectral envelopes in Figure 3, with 
accompanying fitting parameters, is presented in Table 1. This model is based on a recently 
published approach [33].  Binding energy assignments for synthetic peaks in graphitic 
materials may be complicated by shake-up intensity from π states with sp2 character. As 
appears to be the case in Figure 3, these shake-up satellites may overlap with the signal 
from carbon bonded multiple times to oxygen that is chemically shifted relative to the C-C 
type signal. The peak model in Figure 3 includes a component assigned to a graphitic shake-
up event that is labeled C 1s C-C Sat. There are also two components labeled C=O, which 
simply indicate here the potential for multiple bonds between carbon and oxygen. The 
origin of this ‘C=O’ signal in Figure 3 is not specified because in XPS these features could be 

This article is protected by copyright. All rights reserved.
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either energy loss structures or some mixture of chemical state information and energy loss 
features. However, in general, the C=O signal from carbon bonded twice to oxygen appears 
+1.2 – 1.5 eV above the C-O signal of carbon bonded once to oxygen, and the C(O)O 
(carboxyl) signal from carbon bonded three times to oxygen appears +1.2 – 1.5 eV above the 
C=O signal from carbon bonded twice to oxygen [32]. 

 

Table 1: Line shapes and parameter constraints applied for the peak model used in Figure 3 
(and throughout this work). Interval and relational constraints as implemented in CasaXPS 
[30] are used to enforce relationships between these parameters.  The asymmetric DSS line 
shape is implemented as DS(0.1,200,52). Symmetric line shapes are implemented using 
Voigt functions defined as a special case of the generalized Voigt line shape LA(1,n) as 
defined in CasaXPS. 

Name Line Shape Position 
constrain 

FWHM 
constrain 

Area constrain Synthetic component 
label 

C1s C-C DS(0.1,200,52) 294.2 , 280.8 0.73 , 0.73 0.0 , 140977.4 A 
C1s C-C Sat LA(1,643) A + 6.37 A * 2.679 0.0 , 55410.6                   B 
C1s C-O LA(1,643) 289.6 , 285.8 0.86 , 1.19 0.0 , 153182.6 C 
C1s C=O LA(1,643) C + 1.56 C * 1 0.0 , 153182.6  D 
C1s sp3 LA(1,343) A + 0.4 C * 1 C * 0.873 E 
C1s C=O LA(1,643) C + 2.60 C * 1 0.0 , 153182.6 G 

 

 

If the initial parameter values in the model in Figure 3 are used without some constraints, the 
resulting fit lacks physical meaning. Accordingly, interval constraints are employed to limit the 
range of acceptable values for a given parameter, and relational constraints, which define 
known relationships between parameters in different components to a peak model, are used 
to enforce the acceptable relationship between parameters that define different 
components. Relational constraints link peak binding energies through a fixed offset, while 
the FWHM and area for components are linked through a multiplicative factor. The role 
played by both types of constraints is to prevent the optimization from arriving at a 
mathematical fit with inappropriate chemical and physical meaning. The parameter 
constraints used for the peak model in Figure 3 are listed in Table 1. The column labeled 
‘Synthetic component label’ in Table 1 assigns a single letter to each component. These letters 
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are then used to define relational constraints in the software. The following describes the 
uses of these constraints in the context of the peak model employed in Figure 3. 

An important interval constraint in the peak model used in Figure 3 is applied to the 
component labeled C 1s C-C for FWHM. In this case, the interval has identical limits [0.73, 
0.73] (Table 1), and therefore the FWHM for the C 1s C-C component is fixed at 0.73 eV. The 
motivation for fixing the FWHM for the C 1s C-C component is its asymmetry. If the FWHM is 
allowed to adjust during optimization, the influence of the asymmetric tail on the other 
components will be significant. Secondly, there is little physical meaning associated with 
allowing the FWHM of this asymmetric component to deviate from the value obtained for it 
when it is obtained from data with low oxygen content, such as the spectrum in Figure 3b. 
This second point is worth emphasizing since this statement supports the use of a carbon 
component with an FWHM that is noticeably less than the FWHM for other components fitted 
to this data. The FWHM for these other symmetric components is greater than 1.15 eV, where 
relational constraints (C*1) force all the components, except the C 1s C-C peak and its 
accompanying satellite peak, to have identical FWHM values. The common FWHM for these 
components is guided by an interval constraint applied to the component labeled C in Table 
1. It would be concerning if, after optimization, the FWHM for these symmetric components 
was 0.73 eV, since 0.73 eV is too narrow for these types of components. However, narrow 
components are possible for graphitic carbon, and the data set includes examples of spectra 
from points on the sample with very low oxygen. Thus, fitting the peak model to the data in 
Figure 3b supports the assertion that the FWHM for C 1s C-C is different from the other 
components in the peak model, and that 0.73 eV is the most appropriate FWHM for the C 1s 
C-C component applied to these data. 

As shown through a Monte Carlo [34] simulation in Figure 4, the relational constraints that 
most strongly affect stability, are (a) the link position (binding energy) between the C-C signal 
modeled via the Doniach-Sunjic-Shirley line shape and the C-C signal labeled C 1s sp3, and (b) 
a forced link between the area for the C 1s sp3 peak and the component representing C 1s C-
O intensity. Both of these constraints are introduced through trial and error while attempting 
to fit the peak model to 725 spectra corresponding to 725-pixel locations on the sample/map 
in Figure 2. The area constraint C * 0.873 for the C 1s sp3 peak relative to C 1s C-O is specifically 
determined based on spectral characteristics of GO only. While necessary for the successful 
application of the peak model to form the images in Figure 2, there remains a measure of 
uncertainty in these relational constraints owing to uncertainty in the true form for GO. That 
is, it is not clear that any spectra within the data set represent pure GO. This is not to say that 
pure GO is without representation in the sample, but spectra may not be representative of 
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pure GO for the following reason. The components in GO, as measured by the same make of 
instrument, as shown below, evolve/change with beam exposure time. These changes to GO 
samples are not so rapid as to prevent chemical state determination of GO by XPS, but the 
ratio (C * 0.873) for the C 1s C-O and C1s sp3 components is to some extent measurement 
dependent. Furthermore, the precise energy offset between the symmetric peak 
representing the C1s sp3 signal and the asymmetric C 1s component representing reduced GO 
is not easily confirmed as the most appropriate for the materials measured here. However, 
evidence supplied in the paper by Barlow et al. [31] is consistent with the results in Figure 3, 
therefore the peak model in Figure 3 is thought to provide a means for estimating sp2/sp3 
changes in modified GO.  

The successful application of a peak model to data is dependent on the quality of the data in 
terms of its shape/features. While good signal-to-noise can be an advantage, achieving this 
at the expense of deformations in the peak shapes negates any advantage gained. Application 
of the peak model in Table 1 to the spectra from the map in Figure 2 (see Figure 5) does not 
return the type of low residual STD or quality of residual plot achieved for the individual 
spectra in Figure 3. This result is not unexpected. The analysis area is heterogeneous, and 
shifts in energy for spectra measured at different locations and times are observed. 
Therefore, given the nature of these data, the performance of the peak model fit in Figure 5 
is reasonably good. However, it demonstrates the need in these types of studies for data 
without acquisition artifacts. Optimization relies entirely on minimizing a figure-of-merit, and 
the values obtained for the residual STD deviate significantly from unity. Therefore, in the 
absence of constraints, one should expect data of the form in Figure 5 to converge to solutions 
with limited physical merit. 

A final point to consider about the peak model derived in this work is the background 
approximation. A Shirley background was used in Figure 3. The true background to 
GO/reduced-GO is probably more complex than can be modeled using a Shirley background 
calculated directly from data. However, for reduced GO, a Shirley background is justifiable, 
while little if any background rise is expected from sp3-type carbon in GO. Therefore, the 
background of the peak model in Figure 3 is a compromise that reflects the rise in the baseline 
that would come from the reduced GO portion of it. Accordingly, introducing a Shirley 
background is acceptable, and it also highlights a deficiency in the traditional DS line shape. 
Namely, making use of a Shirley background for these data, and applying the common 
practice of forcing the background to approach data at the limits of an energy interval over 
which a peak model is fitted to data, is precisely why a DS line shape without modification 
cannot be used to obtain acceptable data reproduction when combined with a Shirley 
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background. That is, selecting the Shirley approach to model the background signal for use 
with the DS line shape introduces the need to modify the DS line shape as performed in 
Equation 9. It is, therefore, accepted that the modification in Equation 9 is somewhat limited 
in physical justification, but this modification allows the essential shapes of a DS profile to be 
included in an analysis of the data in Figure 3.  

 

GO degradation study 
A further application of the peak model constructed for the data in Figure 3 is studying 
changes in GO/reduced-GO samples that occur as a consequence of measurement by XPS, 
i.e., sample damage. A set of experiments performed to monitor changes in GO during 
repeated data acquisition cycles show evidence for reduction in GO samples. These 
degradation studies were performed on an instrument that was similar to the one used to 
acquire the data in Figures 2 and 3 (Thermo K-Alpha+, Cardiff University).  The quantification 
was performed using the relative intensities of the C 1s and O 1s components, which were 
converted to atomic concentrations using Scofield cross-sections [35], effective attenuation 
lengths [36], and the Thermo K-Alpha+ transmission correction. 

Evolution in the chemical state of the material is illustrated through the application of the 
peak model that was initially constructed for pass energy 20 spectra, e.g., the data in Figure 
1, to data collected with pass energy 40 and an analysis area size of 200 µm. Increasing the 
pass energy and measuring signal from a larger analysis area (200 µm rather than 100 µm) 
improves signal-to-noise statistics in spectra at the expense of energy resolution. Thus, 
application of the peak model with the constraints shown in Table 1 requires the relaxing of 
FWHM constraints to allow broader peak shapes to arise due to the lower energy resolution 
of the instrumental mode. A representative fit to the pass energy 40 spectra is shown in Figure 
6a. 

A set of 51 experiment cycles in which the C 1s and O 1s spectra were measured repeatedly 
shows changes to the sample composition from an initially mixed GO/reduced-GO state. 
These changes are quantified by use of the peak model in Table 1 with relaxed FWHM 
constraints, where the results of this analysis are plotted in Figures 6b and 6c. The spectra 
presented in this work are a subset of the spectra measured from GO. Trends in binding 
energy (Figure 6b) and relative intensity (Figure 6c) demonstrate that the sample does 
respond to measurement by XPS – the sample chemistry changes. Systematic changes in 
intensity can be attributed to carbon/oxygen chemistry, but the evidence from Figure 6b 
suggests that increasing the proportion of graphitic-like carbon also changes the apparent 
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binding energies for signals attributed to C-O bonds, which requires some explanation. The 
energy offset between the C 1s C-C and C 1s C-O components decreases as the proportion of 
C 1s C-C increases, which could be the result of changes in the relationships between carbon 
bonds as the sp2-type environment increases. Changes in carbon chemistry may also be a 
consequence of a sample acquiring carbon by deposition from the analysis chamber. Other 
data sets acquired but not shown in this work indicate that moving to a new point on the 
sample returns the spectral shapes to those expected for GO, therefore the observed changes 
to the spectra with time are unlikely to be due to significant deposition of carbon during the 
analysis period. Alternatively, these changes could reflect changing charge compensation 
responses to evolution in the chemistry of the sample at different locations on or in the 
sample. It is clear from all measurements performed on GO for this paper that a constant 
steady-state potential for the sample is difficult to maintain over an analysis area with varying 
proportions of GO/reduced-GO, therefore changes in apparent binding energy could be 
related to charge compensation. Noteworthy evidence for changes in charge compensation 
on the sample is the systematic evolution of both the C 1s C-O and O 1s binding energies 
(Figure 6b). Evidence for changes in chemistry includes the decrease in oxygen with time, 
coupled with decreases in the C 1s C-O intensity. It should be noted that if graphitic-like 
carbon forms as a layer predominantly at the sample interface to the vacuum, then 
attenuation of O 1s signal from buried atoms (due to increased escape depth) may result in 
an apparent drop in O 1s intensity (if computed using bulk relative sensitivity factors). A 
further point related to quantification is the impact of an asymmetric line shape for C 1s C-C 
on C 1s C-O component intensity. Without the use of an asymmetric line shape for C 1s C-C, 
the intensity for the C 1s C-O component would be higher than if an asymmetric line shape is 
included in the peak model. A similar comment could be made concerning the choice of 
background for the peak model. Therefore, trends seen in Figure 6 are influenced by the 
choices made when modeling the GO/reduced-GO signals.  

 

Conclusions 
Curve fitting of data from a heterogeneous (patterned) sample has been demonstrated, 
where the data are rich in chemical state variation. Correlation of the chemical states 
obtained via a peak model with spatially resolved information is facilitated by the informed 
use of line shapes in a peak model. Indeed, we have demonstrated how a modification 
(Equation 9) to the Doniach-Sunjic profile (Equation 6) allows the essential shape for the 
profile to be applied in conjunction with background removal by the popular Shirley 
approach. The approach to analyzing GO illustrated in this paper provides insights into the 
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possible chemistry of graphene materials and further offers the possibility of identifying the 
sp2/sp3 composition of modified GO via C 1s spectra. 
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Figures 
 

 
 

 

(a) (b) (c) 
Figure 1. (a) A series of DS line shapes corresponding to DS(0,0) (a pure Lorentzian) to DS(0.3,0) (a 
pure Doniach Sunjic with substantial asymmetry). Line shapes are displayed normalized to their 
maximum intensity values. (b) DSS line shapes with different values of 𝑙𝑙, which is defined in 
Equation 9.  Line shapes are displayed normalized to their maximum intensity values. (c) 
DS(0.1,200) line shape (purple dots) with Shirley response beneath. When the Shirley response 
(brown area) is subtracted from the DS(0.1,200) line shape, the DS(0.1,200,52) line shape is 
created, which corresponds to the red area in Figure 1a and the peak shape defined by the red 
dots in Figure 1b. This process excludes the blue area from the DS(0.1,200,52) line shape. The 
point at which the Shirley background touches the DS(0.1,200) line shape corresponds to the 
parameter l in Equation (8). 
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Figure 2. Chemical maps of a GO/reduced-GO sample corresponding to the C-C (left) and C-
O (right) components of the peak model defined in Table 1 and used in Figure 3. 

 

89.4

24.6

Max: 97.9

Min: 0.0
C1s C-C %At Conc

34.7

3.3

Max: 49.9

Min: 0.2
C1s C-O %At Conc

This article is protected by copyright. All rights reserved.

 10969918, 2022, 1, D
ow

nloaded from
 https://analyticalsciencejournals.onlinelibrary.w

iley.com
/doi/10.1002/sia.7021 by O

ffice O
f Scientific A

nd T
echnical Inform

ation, W
iley O

nline L
ibrary on [10/10/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



17 
 

 

Figure 3. Representative narrow scans from the image in Figure 2 that correspond to (a) a 
mixture of GO and reduced GO, (b) fully reduced GO, and (c) GO. These peak models all 
make use of the same components, line shapes, and constraints, as defined in Table 1.  The 
first numbers on the vertical axis label represent pixels (the location of the spectra in the 
image).  TP corresponds to a trapezoidal component that represents background intensity in 
CasaXPS [30]. 
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Figure 4. Monte Carlo analysis/test of a peak model illustrating the stability of the model 
with respect to noise, as applied to the spectrum in Figure 3a. 
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Figure 5. The peak model used in Figure 3 was applied to the data represented in Figure 2. 
The resulting, colored pixels shown here were obtained/derived from the spatial zones 
within the image. Red indicates a region in which GO is the dominant material, while orange 
indicates where rGO is predominantly found. Pixels representing the interface between GO 
and rGO are marked with green and blue. 
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(a) (b) (c) 
Figure 6. (a) Spectrum of GO/reduced-GO obtained at a pass energy of 40 and an analysis area of 
200 µm that was fitted with the peak model in Figure 3 after relaxing the interval constraints for 
FWHM in Table 1. (b) Plot of the offset in kinetic energy from the mean component positions for C 
1s C-C and C 1s C-O combined with a similar energy offset from the mean calculated for the O 1s 
signal measured via signal relative to a Shirley background. (c) Relative intensities for the C 1s C-C 
and C 1s C-O components together with the O 1s intensity converted to atomic concentrations 
using Scofield cross-sections [35], effective attenuation lengths [36], and the Thermo K-Alpha+ 
transmission correction. 
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