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Abstract—Although the number of smart Internet of Things 
(IoT) devices has grown in recent years, the public's perception 
of how effectively these devices secure IoT data has been 
questioned. Many IoT users do not have a good level of 
confidence in the security or privacy procedures implemented 
within IoT smart devices for protecting personal IoT data. 
Moreover, determining the level of confidence end users have in 
their smart devices is becoming a major challenge. In this paper, 
we present a study that focuses on identifying privacy concerns 
IoT end users have when using IoT smart devices. We 
investigated multiple smart devices and conducted a survey to 
identify users' privacy concerns. Furthermore, we identify five 
IoT privacy-preserving (IoTPP) control policies that we define 
and employ in comparing the privacy measures implemented by 
various popular smart devices. Results from our study show that 
the over 86% of participants are very or extremely concerned 
about the security and privacy of their personal data when using 
smart IoT devices such as Google Nest Hub or Amazon Alexa. 
In addition, our study shows that a significant number of IoT 
users may not be aware that their personal data is collected, 
stored or shared by IoT devices.  

Keywords—intelligent virtual assistants, privacy, security, 
personal data, IoT devices, smart devices, internet of things, 
differential privacy, privacy, data protection, security. 

I. INTRODUCTION

In the past decade, the global smart device market has 
surged, creating a massive influx of user-generated data. By 
2025, it is estimated that 41.6 billion Internet of Things (IoT) 
devices will be connected to the Internet, producing around 
79.4 zettabytes of data [1]. The vast majority of this data will 
consist of video surveillance, audio, and images. Smart homes 
and hospitals are common locations for the deployment of the 
smart devices, therefore, the data generated by these devices 
is likely to contain sensitive and personal information. This 
raises some concerns as to whether IoT data needs to be full 
encrypted. 

However, about 98% of IoT device traffic is not secured 
or encrypted and is transferred in the open over the Internet 
[2]. On average, IoT devices are probed for vulnerabilities in 
their security about 800 times per hour, with 400 login 
attempts and 130 successful logins on each device [3]. 
Therefore, IoT security is becoming an important challenge 
for developing, employing and maintaining IoT devices, 

particularly as the number of connected IoT devices and the 
amounts of IoT data continues to grow. More effective privacy 
and security algorithms are required to prevent malicious 
users from gaining access to sensitive or critical IoT users' 
data. Privacy algorithms are assisting in the protection of 
sensitive information for individuals while allowing many 
companies to undertake data analytics. 

Differential Privacy (DP) [4] is used to preserve privacy 
on collected or generated data. It is a privacy-protection 
method that adds noise derived from the respective 
distributions. The added noise randomizes the data and 
eliminates individuality. hey demonstrated DP's effectiveness 
in protecting sensitive data generated by IoT devices. Existing 
research studies [5] show that many IoT devices collect 
sensitive information and share them with other platforms, 
while users are not well informed about this behavior. 
However, some work has been done in smart metering 
systems [6], for example, where DP was implemented on the 
edge IoT networks [7]. In this research paper, we investigate 
the use of differential privacy for smart IoT devices for 
privacy preservation. 

There are many benefits of employing differential privacy 
for IoT data, but determining the level at which IoT data need 
to be analyzed as part of this process is a challenge since 
multiple criteria need to be considered. Multi-criteria decision 
making (MCDA) methods such as the Technique for Order of 
Preference by Similarity to Ideal Solution (TOPSIS) [8] offer 
reliable mechanisms for improving the decisions for 
protecting the privacy of IoT users. TOPSIS, for example, has 
been successfully applied for resource allocation [9], and 
service provisioning across fog environments [10]. TOPSIS 
first determines the ideal best and ideal worst options. The 
Euclidean distance is used to determine an optimal solution 
among all possible options or alternatives. The option or 
alternative closest to the optimal best solution is the one that 
is recommended by this MCDA method. 

In the case of differential privacy for IoT devices, TOPSIS 
can be employed to identify  the appropriate levels or 
effectiveness of privacy protection policies when using IoT 
devices [11]. A criteria comprised of a number of privacy-
related features or attributes can be used to measure such 
effectiveness. Because of the fact that IoT devices may 
constantly switch among various data types and can possess 
adding new features dynamically, methods such as TOPSIS 
can automatically recommend IoT devices or even sensors 
that can be employed for completing IoT tasks. Through 
TOPSIS, for example, it is then possible to optimize the 
resources required for completing IoT tasks while increasing 
the performance of IoT devices. To this extent, in this paper, 
we evaluated the  use of the MCDA method TOPSIS while 
examining the impact of employing differential privacy on 
IoT data generated by IoT devices. 
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In this paper, we explore the vulnerabilities of smart home 
IoT devices and users' perception on IoT data privacy 
preservation. We conduct a survey on the plurality of IoT 
devices to determine this perception from end users' 
perspective. We also employ an implementation of differential 
privacy on IoT data and investigate its impact for decision 
making based on the TOPSIS MCDA method. Finally, we 
demonstrate the effectiveness of employing differential 
privacy on enhancing the privacy IoT users' data. The rest of 
this paper is organized as follows. Section II describes our 
proposed survey and methodology. Results and discussion are 
discussed in Section III. Finally, conclusion and future work 
are described in Section IV.    

II. METHODOLOGY

We conducted a literature review to identify crucial or 
fundamental privacy-related characteristics that IoT 
applications or devices should or are likely to possess [12-24]. 
To this extent, a number of privacy-preserving features that 
IoT devices should possess or support in order to ensure a 
level of protection for IoT users' data throughout the various 
stages, including data collection, transmission, and sharing. 
Using a survey, we employ these IoTPP controls to determine 
the degree to which existing IoT users are aware of the extent 
to which IoT devices protect their personal data and preserve 
their privacy.  

A. IoT Privacy-Preserving (IoTPP) Controls
We identify five IoT data privacy-preserving (IoTPP)

controls or characteristics: authentication, authorization, 
anonymization, denaturation, and digital forgetting. These 
IoTPP controls are defined in the following subsections.  

 Authentication: This privacy-preserving characteristic
specifies the extent to which an IoT device is capable of
correctly verifying the identity of an IoT end user.

 Authorization: This privacy-preserving attribute indicates
the extent to which an IoT device can establish one or
more network connections with other devices and/or
exchange acquired data.

 Anonymization: This privacy-preserving attribute
indicates the extent to which an IoT device can
permanently remove or temporarily hide personally
identifiable information from data acquired through IoT
constructs (e.g., Sensors) existing on the IoT device.

 Denaturation: This privacy-preserving characteristic
describes the extent to which an IoT device is capable of
eliminating or modifying personally identifiable
information from acquired IoT data (e.g., Blurring a face
in a collected image or video).

 Denaturation: This privacy-preserving attribute describes
the extent to which an IoT device is able to permanently
delete or eliminate IoT data, either locally or remotely, or
its traces after a specified period of time, after certain
conditions have been met, or after an event has occurred
(e.g., cancel subscription).

B. Privacy Policies
As a preliminary stage in the design of this study, we

conducted research on a variety of existing IoT vendors, 
review platforms, and online electronic commerce portals to 
identify the most popular smart IoT devices in recent years. 
Then, we reviewed and examined the official technical 

documentation for IoT vendors to determine if they utilize any, 
some, or all of the aforementioned IoTPP characteristics. We 
manually examined the documentation provided by IoT 
vendors for each IoT device considered.  

Based on the highest customer ratings, we evaluated 
eighteen popular smart IoT devices with a variety of functions 
(e.g., doorbell, camera, personal assistant, etc.). Then, we 
examine the IoT device application and/or official vendor 
documentation based on the IoTPP controls defined in Section 
A. A score was manually assigned to each IoTPP control
policy on a scale from 1 to 5, where a low score indicates a
high risk of data leakage (i.e., the least privacy-preserving)
and a high score indicates a very low risk (e.g., most privacy-
preserving). In addition to the manual score assignment, we
developed a web scraping service that extract the IoTPP
control policy information automatically based on keyword
frequency. Then, scores were normalized and combined with
that of the manually-assigned scores to generate the final
IoTPP control policy scores for each device.

To illustrate how we used official technical documentation 
for determining IoTPP control policy scores. Consider for 
example an IoT device that processes the capturing of video 
calls, the IoT device or hub managing the communication may 
store such calls by a service provider. In such cases, an IoT 
hub or gateway may deploy a technique that blurs faces to 
preserve privacy of users when recording video calls. In this 
instance, the IoT device offers support for the IoTPP 
denaturing control and a score will be provided for that 
category.  

Another example is to consider an IoT device that allows 
the controlling or issuing commands to other IoT devices 
(such as Amazon Alexa and Ring doorbell). In such case, the 
Ring doorbell device delegates the authorization to Amazon 
Alexa. Hence, a score is assigned for the authorization IoTPP 
control policy for that device.  

An additional example is the use of digital forgetting 
which is supported by an IoT device for allowing end users to 
delete or remove any recorded data or activity logs. After the 
collection of this information, we developed multiple use 
cases to demonstrate how IoT devices may preserve the 
privacy of user data by implementing the five IoTPP control 
policies and characteristics. We further use this information to 
present to participants of a survey that we developed with 
specific examples in the form of an instructional guide to 
educate them on the significance of these controls.  

We utilized the Technique for Order of Preference by 
Similarity to Ideal Solution, a multi-criteria decision making 
technique, because assigning a score manually involves an 
expert decision maker to provide IoTPP control policy scores 
(TOPSIS). TOPSIS compares a collection of inputs by 
evaluating their weights and calculating the geometric 
distance between each alternative and the optimal solution 
[25]. In our case, an IoT device represents an alternative, and 
the inputs or criteria are the five IoTPP control policies. In 
terms of data privacy, the TOPSIS score indicates the overall 
privacy-preserving score.  

C. Developing the Survey: Collectiing Public Opinion
As part of study, we designed a questionnaire to assess the

public's awareness or understanding of privacy concerns or 
challenges related to the collection of IoT data by IoT devices. 
The overarching objectives of the survey are to determine the 



4th IEEE Eurasia Conference on IoT, Communication and Engineering 2022

degree to which IoT users are aware that IoT devices may 
collect their personal data and to identify any privacy-related 
concerns IoT users may have when sharing or storing their 
personal data via IoT devices or IoT vendor services (e.g., via 
the cloud or edge gateways).  

To this end, we invited responses from participants aged 
18 and older for the survey that we developed. The survey was 
available online and was completely anonymous. We asked 
participants a series of questions divided across multiple 
sections.  

In the first section of the survey, we provide participants 
with a brief explanation and illustrative examples of each of 
the IoTPP controls described in Section A. Then, we ask 
participants to provide opinion on five of the most popular 
smart IoT devices identified through other surveys [26], 
existing review platforms, and online retailers. These devices 
include: (a) Amazon Alexa, (b) Google Nest Hub, (c) Ring 
Doorbell Pro, (d) Sleep Number Smart Bed, and (e) Qardio 
SmartScale.  

As part of the first section, we ask participants to identify, 
based on a scale ranging between 1-5 of their perception about 
the relationship of each IoTPP control to each of the five 
examined IoT devices where level 1 indicates no data privacy 
preservation is employed and level 5 indicates complete trust 
of the end user in the IoT device preserving the privacy of 
personal IoT data.  

In contrast to the first section, which was device-specific, 
we asked participants in the second section of the survey 
general questions about their familiarity with or level of 
concern in terms of privacy-preservation of IoT data within 
smart IoT devices. In this respect, three questions were asked 
to participants: 

- Do you believe that people need to be tech-savvy to use
smart devices?

- How concerned are you currently about data privacy
and smart devices?

- With the previous information in mind, how do you now 
feel about data privacy and smart devices?

In the third section, participants' general demographic 
information is collected. In this regard, we inquired about 
participants' age groups and geographic area (e.g., Midwest, 
Northeast, etc.).  

During the survey's open time (06/27/2022 - 07/11/2022), 
we received a total of fifty-two responses. The age group of 
the participants is between 18 and 65 years. We use the data 
collected from this anonymous survey to conduct additional 
analysis and segmentation of the results, as described in 
Section III. We also discuss the results with respect to privacy 
concerns based on the data we collected from the survey. 
Finally, the conclusion and future work is provided in Section 
IV.  

D. Differential Privacy (DP)
Differential Privacy (DP) enables the sharing of datasets

in which patterns of groups within the dataset can be described 
while hiding or withholding data about individual entities [27-
30]. Differential privacy can be achieved when the results of 
an analysis are identical regardless of whether or not a 
particular data point is included in a dataset [4, 29, 30]. An 
option for achieving this is to introduce random noise to each 
item in the dataset. For instance, adding Laplacian noise to a 

dataset and adjusting two parameters, sensitivity and epsilon 
(ϵ), are examples of controlling level of withholding data 
about individual entities [29]. The sensitivity parameter is 
determined by the difference in size between the original 
dataset and the dataset resulting from removing one item. The 
epsilon (ϵ) parameter is chosen based on much privacy loss is 
required by the user [27, 28].  

In order to examine the use of differential privacy for 
preserving the privacy of IoT data, we developed a series of 
use cases involving sequence of possible events for using IoT 
devices. To this extent, we employed the Markov Process to 
describe such sequences of events. We considered the 
following sensors: motion sensor, light switch, and doorbell 
and security camera. We developed multiple use cases for 
employing these sensors reflecting some of the daily routines 
of utilizing these sensors within IoT devices in a typical smart 
home environment. The simulation output was formatted to be 
a list of size 1440 (the amount of minutes in a day). We used 
a state element to indicate whether a sensor is in an OFF (0) 
or ON (1) state, respectively. DP was then applied to this list 
of simulated events. The sensitivity and epsilon parameters 
were iterated through to find optimal values. 

III. RESULTS AND DISCUSSION

A. Experimental Setup
We implemented the experiments using the Python

language (ver. 3.8) with the following libraries: sklearn, 
numpy, random, math and time for math and time, seaborne, 
nltk, and matplotlib. Most of the experiments were conducted 
using Google Colab, which has 20GB RAM and 70GB 
storage space. All experiments were repeated five times. 

B. Using TOPSIS for Decision Making
Based on the fifty two responses received from our survey, 

we computed the average value from the responses received 
to questions regarding data privacy attributes. We then used 
this data to design a decision matrix used as an input for the 
TOPSIS algorithm. We employed an equal weightage 
parameter across all IoTPP control policies. Results from the 
survey with respect to the privacy scores are shown in Figure 
1.Using TOPSIS, we are able to employ multi-criteria
decision making to achieve consistent and reliable ranking
scores of IoTPP control policies. Additionally, TOPSIS
supports our study in using the results from the survey to build
an accurate decision matrix.

C. Privacy Scores Results
As shown in Figure 1, Google Nest Hub was rated the most 

trustworthy device in terms of data privacy, while Amazon 
Alexa was rated the least trustworthy. This indicates how well 
end users perceive these devices to protect their personal 
information. Seventy percent of the market share for voice 
assistants is dominated by Amazon Alexa (and/or Echo) 
according to a 2019 survey, while Google has approximately 
twenty-five percent [31]. Regarding IoTPP control policies, 
Google Nest Hub did not receive the highest scores across all. 
Respondents believe, for instance, that Ring Doorbell and 
Qardio-Base Smart scale have better privacy controls than 
Sleep Number Smart Bed, Google Nest Hub, and Amazon 
Alexa, respectively.  
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(a) 

(b) 
Fig. 1. (a) Smart IoT Device Privacy Scores based on Survey Results; 

(b) TOPSIS Ranking for Privacy Preservation

In addition, according to the perceptions of IoT end users 
regarding authentication, the Sleep Number Smart Bed is 
associated with the lowest score, with a small lead over 
Amazon Alexa. With a score of 2.78 out of 5 (or 55.6%) for 
privacy preservation in terms of authorization, many IoT end 
users believe Amazon Alexa is the worst among all of the five 
devices. With a rating of 3.04 out of 5 (60.8%), Ring Doorbell 
outranks other devices. For the anonymization control policy, 
the perception of Amazon Alexa among end users decreases 
to 47%. (or 2.35 out of 5). Amazon Alexa also receives the 
lowest rating (44.0%) for denaturation. Except for the Sleep 
Number Smart Bed, all devices score an average of 2.55 out 
of 5 (or 51%) for digital forgetting.  

While the ranking in Figure 1 indicates that Google Nest 
has the highest rating and Amazon Alexa has the lowest, the 
results are intriguing when compared to the group averages. 
Many end-users do not believe that IoT devices are secure, 
capable of protecting their privacy, or preserve their privacy. 
Table 1 shows the average score for all IoTPP control policies. 

As shown in Table 1, IoT end users have a very low level 
of trust in IoT devices protecting their personal data, 
averaging 2.70 out of 5 (or 54%). Authorization and 
authentication IoTPP control policies have marginally higher 
averages than denaturation. In addition, the collected scores 
exhibit some consistency with low standard deviation values 
and a score distribution centered on the median for each IoTPP 
control policy.  

While some IoT devices may be ranked higher than others 
across the five IoTPP control policies, the survey results 
indicate a very low perceived quality in terms of IoT privacy 
and how IoT devices can protect their privacy when collecting, 
sharing, or storing data. In addition, 52.0% of IoT end users 
who participated in the survey believe that IoT devices offer 
the capacity to permanently delete or eliminate IoT data, either 
locally or remotely, as well as any traces over time. This result 

appears consistent with anonymization (53%) and 
denaturation (50%) outcomes.  

D.  IoTPP Control Policies and Data Types
Table 1 demonstrates a poor perception, perceived quality, 

or level of trust that end users have for IoT devices in terms of 
personal privacy preservation. In fact, none of the devices we 
examined has an average greater than three (or sixty percent), 
indicating that IoT end users have significant privacy concerns 
when using IoT devices to store or share personal data. The 
majority of respondents believe that IoT devices do not 
provide adequate levels of privacy protection for their 
personal data and that they do not provide guarantees of 
employing reliable or trustworthy techniques for removing or 
modifying personally identifiable information from IoT data. 

TABLE I.  IOTPP CONTROL POLICIY SCORING STATISTICS 

Average Score Standard Deviation 

Authentication  2.93 0.27 

Authorization 2.83 0.14

Anonymization 2.64 0.17

Denaturation 2.52 0.22

Digital Forgetting 2.60 0.11 

Average 2.70

Since IoT devices may collect, store, or share various data 
types (e.g., audio, textual, or video), we asked participants, as 
part of the device-specific survey questionnaire, which data 
type, if any, they would be comfortable with the device 
collecting or storing? Participants may select multiple options 
from a list of possible options. Table II lists the potential 
responses to this question for two similar IoT devices.  

TABLE II.  DATA & DATA TYPES COLLECTION OPTIONS 

Audio (While in a video/phone call or using voice commands) 

Audio (While not in a call/giving commands - passively collecting) 

Video (While in a video call) 

Video (While not in a video call - passively collecting) 

Location 

Motion (if it moves rooms - too precise for 'location' to detect) 

When used / Time user is at home 

Bluetooth/Seeing Connections to other Devices 

Temperature, Humidity, Smoke levels 

Google Nest Hub and Amazon Alexa, two known IoT 
devices that collect data, are compared in Figure 2. As shown 
in Figure 2, the majority of respondents are more comfortable 
with IoT devices collecting or storing textual data through 
sensors such as temperature, humidity, and smoke sensors 
than audio or video data collected or stored via microphones 
or cameras. This is true for both Amazon Alexa (71.2% of 
respondents) and Google Nest Hub (61% of respondents). In 
addition, end users are less comfortable with video data 
collection than audio data collection. In fact, the percentage of 
end users which are comfortable with Amazon Alexa 
capturing audio while they are on a phone call drops from 
40.4% to 19.2%, for video recording. The same holds true for 
Google Nest Hub, which has a 36.5% audio capture rate 
compared to a 23.1% video capture rate. 
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Additionally, more than sixty percent of respondents did 
not feel comfortable with their location being collected 
(65.4% for Amazon Alexa and 61.2% for Google Nest Hub). 
Moreover, IoT end users become highly uncomfortable or 
insecure when IoT devices use motion sensors to track, record 
or monitor user locations or movements (e.g., between rooms 
in a smart home environment), with dissatisfaction rates of 
82.7% and 78.8% for Amazon Alexa and Google Nest Hub, 
respectively.  

(a) 

(b) 
Fig. 2. Data Types Responses for (a) Amazon Alexa and  

(b) Google Nest Hub. 

E.  IoT End User’s Familiarity with Privacy Concerns
Moreover, 96.2% and 94.2% of respondents do not feel at

all comfortable with Amazon Alexa and Google Nest Hub 
collecting video data while end users are not on video calls 
(e.g., devices are in silent mode).  The same holds true for 
audio captured off-device, although with relatively 
lower dissatisfaction rates for both devices. Overall, Figure 2 
demonstrates that IoT end users do not trust IoT devices when 
capturing audio and video data and have significant privacy 
concerns concerning how such data is collected, stored, and 
shared over the Internet.  

As shown in Figure 3, the respondents' confidence in the 
Ring Doorbell IoT devices' ability to collect auditory and 
visual data increases significantly by 76.9%. Compared to 
Amazon Alexa and Google Nest Hub, this level of comfort is 
nearly double for auditory data collection and four times 
greater for visual data collection. This indicates that IoT end 
users are more comfortable with the collection of auditory or 
visual data outdoors as opposed to indoors. This result 
also indicates that users have much less confidence in IoT 
devices protecting their privacy indoors than outdoors when it 
comes to the collection, recording or sharing of audio or video 
data containing personal information. Moreover, end users are 
much more comfortable with outdoor audio or video data 
recordings that can be tailored for protecting or 
safeguarding (e.g., homes) and are more willing to share 
personal information when required (e.g., trade-off of 
protection versus privacy).  

(a) 

(b) 
Fig. 3. Data Types Responses for (a) QardioBase Smart Scale and  

(b) QardioBase Smart Scale. 

Figure 3 also demonstrates that the QardioBase Smart 
Scale has the lowest end-user confidence levels for audio and 
video data types, with dissatisfaction or uncertainty rates of 
94.2% and 96.6%, respectively. Despite this, 59.6% of 
respondents are comfortable with textual health information. 

While the extent to which IoT end users feel comfortable 
sharing auditory, textual, and visual data collections varies 
across the various IoT devices we examined or surveyed, it 
remains a fact that many users feel extremely uncomfortable 
sharing indoor location information that can be used to 
identify locations or movements. This outcome is conveyed 
by the results for Amazon Alexa, Google Nest Hun, and the 
QardioBase Smart Scale smart devices. The IoT device that 
appears to have the highest proportion of respondents who are 
comfortable with data sharing is the Ring Doorbell, which is 
generally designed to collect data outdoors and report it 
indoors through an IoT application (e.g., mobile app).  

The responses to the familiarity questions regarding IoT 
devices are presented in Figure 4. Thirty-five respondents (or 
67.30%) have at least one smart device, and 34.6% of those 
actively use it. These results are consistent with other studies 
that examined the average number of IoT devices owned or 
used by households.  According to a recent study conducted 
by the Consumer Technology Association (CTA), nearly 70% 
of U.S. households own or use some form of smart home 
technology [32]. In addition, eleven respondents (or 34.6%) 
are aware of smart devices but have no intention or interest of 
acquiring or using them. Six respondents (or 11.5%) may 
acquire a smart device in the future.  

In addition, Figure 4 demonstrates that 57.3% of 
respondents believe that end users do not necessarily need to 
be tech-savvy in order to set up smart devices. In fact, 25% of 
respondents (or 13 respondents) believe that being a tech 
savvy is not required to use smart devices. Figure 4 
also demonstrates the prevalence of smart devices and the 
minimal technical expertise required for operating, installing, 
or utilizing IoT devices. In addition, Figure 4 demonstrates 
that the level of user-friendliness when employing smart 
devices or the intuitive interfaces they provide is acceptable, 
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reflecting the ease with which end users with little or no 
technical knowledge can interact with these devices.  

(a) 

(b) 
Fig. 4. Familiarity Questions from the Survey: (a) general knowledge 
question; (b) question about being tech-savvy for using IoT devices. 

F. End User Privacy Concern Levels and Awareness
Figure 5 shows the responses of our survey respondents to

questions regarding their current level of concern regarding 
data privacy when using smart devices. One of the questions 
relates to current privacy concerns (left), while the other 
relates to privacy concerns after reviewing earlier survey 
questions and learning more about privacy protection for 
smart IoT devices (right). On a scale from 1 to 5 (1 being least 
concerned and 5 being extremely concerned), the average rate 
of general concern is 3.78 out of 5 (or 75.6%). After end users 
are made aware of the IoTPP control policies and their 
implications, the average level of concern increases to 4.29 
(85.8%). In such case, the awareness of privacy protection has 
increased end-users' concerns by 10.2%.  

(a) 

(b) 
Fig. 5. Responses to a (a) a General Privacy Concerns Question;  

(b): Privacy Concerns Question after Learning about IoTPP Control Policies 

More than eighty-six percent of respondents have serious 
privacy concerns, as shown by the distribution of responses 
between ratings of 4 (very concerned) and 5 (extremely 
concerned). In fact, awareness of the information provided in 
the survey has increased the number of respondents who are 
very concerned or extremely concerned from 71.2% to 86%, 
respectively. This increase demonstrates how critical it is for 
smart device users to be aware of privacy concerns. In addition, 
results show in Figure 5 demonstrate that the majority of IoT 
end users are very or extremely concerned about the security 
of their personal data when utilizing smart IoT devices. 

G.  Distribution of Privacy Policies in Documentation
We examined the official technical documentation for

eleven smart devices to determine the extent to which such 
product documentation mention or discuss privacy-related 
policies such as authentication, authorization, encryption and 
deletion (representing Denaturation and digital forgetting 
together). The frequency distribution for the privacy policies 
we examined in the official documentation of smart devices 
investigated is shown in Figure 6.  

Fig. 6. Heat-Map of Word Count for IoT Privacy Attributes using web 
scraping. Legend: Light colors reflects high word frequency count whereas 

dark colors represent low word frequency count. 

As shown in Figure 6, the Deletion category has the 
highest word frequency count compared to other categories. 
We observed that none of the devices' documentation mention 
the keywords “differential privacy” or “preserve” phrases. 
From the list of smart devices in Figure 6, we selected five 
devices to examine manually. These devices are the same set 
of devices used for the survey.  

IV. CONCLUSION

In this paper, we presented the results from a survey study 
that examined the common IoT privacy-preserving (IoTPP) 
control policies across one or more smart IoT devices. Results 
from our survey show that 86% of IoT end users are very or 
extremely concerned about the privacy preservation 
techniques employed by existing IoT devices to protect their 
personal data. In addition, results from our survey show that 
more than 67% of participants currently own or use smart IoT 
devices. 

Furthermore, we identify that the majority of IoT end users 
are more concerned about audio and video data type 
recordings compared to textual data collected. In addition, the 
plurality of IoT end users that we surveyed are concerned 
about the use of location or motion sensors that can be 
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employed for tracking or logging activities. Throughout the 
paper, we also provide some comparisons across some 
popular smart IoT devices such as Google Nest Hub, Ring 
Doorbell and Amazon Alexa. For future work, we plan to 
extend this study to determine the impact of privacy concerns 
prior and after using differential privacy.  
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