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Abstract—The design of a reliable protection scheme for
microgrids often requires communication between protective
devices and microgrid controllers. The authors have developed
such a communication assisted scalable protection scheme with
a self healing feature to protect a microgrid with 100% Inverter
Based Resources (IBRs). The communication assisted scheme
must be validated in real time with cyber physical co-simulation
for successful demonstration. In this regard, the paper presents
a co-simulation platform between a simulated power system
model using RTDS and physical protective devices. The primary
protection of the scheme is programmed in SEL 421-7 relay
and backup protection is programmed in MATLAB on a generic
computer acting as a microgrid controller. The IEC 61850
models are used to communicate between SEL-421-7 relay and
RTDS, whereas TCP/IP communication connects the microgrid
controller to RTDS. The paper’s focus is to demonstrate the co-
simulation platform with communication links established using
both protocols and validate the proposed scheme in real-time on
the IEEE 123 node distribution feeder. The paper explains the
configuration of the IEC 61850 and TCP/IP communications as
the interface requires proper hardware and software setup. The
real time performance indicates the Hardware In the Loop (HIL)
framework as a competent testing environment for the developed
protection scheme for microgrids.

Index Terms—Distributed generation, HIL, IEC 61850, micro-
grid, protection.

I. INTRODUCTION

The bi-directional power flow and multi-mode operation
made the protection of microgrids different from protecting
conventional distribution systems. The Bi-directional fault
currents and current-limited IBRs have rendered the fuse-
recloser based schemes infeasible. Hooshyar and Iravani et al
[1] describe drawbacks of conventional protection schemes in
the presence of Inverter Based Resources (IBRs), using trans-
mission and sub-transmission systems for illustration. Brahma
[2] analyzes the conventional protection schemes for an IEEE
distribution feeder. These papers show that every conventional
scheme suffers from a lack of dependability and selectivity,
except differential protection, which works well even for
systems with 100% IBRs. However, there can always be parts
of system that remain radial, where differential principle will
not work, making it topology-dependent. It is also financially
infeasible to convert a feeder protected by fuses and reclosers
into a feeder with relays and breakers at both ends of every
section, as would be needed for differential protection.The

P. H. Gadde, S. Brahma and T. Patel are with Holcombe Department of
ECE at Clemson University. (e-mail: pgadde,sbrahma,trupalp@clemson.edu).
This work was supported by the 1) U.S.Department of Energy’s Office of
Energy Efficiency and Renewable Energy (EERE) under the Solar Energy
Technologies Office Award Number DE-EE0008774, subaward 20190382-01-
CLE and 2) by Clemson University Electric Power Association (CUEPRA).

published solutions to tackle the problem utilize either single
or a combination of conventional schemes like over-current,
under-voltage, distance and differential protection in addition
to schemes that are designed based on harmonics [3], voltage-
transients [4] and traveling waves [5]. A number of these
solutions depend partially or heavily on communications used
for the adaptive setting of relays [6], learning-based relays [7]
or more complicated multiagent [8], multilayered [9] protec-
tion schemes. These schemes require communication between
relays and external devices such as central processing units
or microgrid controllers. Although these schemes illustrate
success in protecting microgrids, the solutions are mostly
valid for the specific topology tested in the paper or too
complicated to implement for different system configurations
[10]. A microgrid protection scheme should ideally be suitable
for any topology, source type, and connection status, and most
importantly, cost-effective. Other drawbacks of the published
protection schemes are that they are not tested with extremely
high (up to 100%) penetration of IBRs, which is a distinct
possibility in the near future [11].

To overcome the drawbacks, the authors have developed a
protection scheme that is general, scalable, with a self-healing
feature in [12]. The proof of concept for the protection scheme
with successful detection and isolation of 420 faults of all
types is shown in [12]. However, all the analysis is done on
IEEE 123 node feeder simulated on non-real-time PSCAD
software with simulated communication network delays mod-
eled as a specific value in protective relays (modeled within
PSCAD) and microgrid controller (uses PSCAD-MATLAB
interface). This is a drawback which can only be addressed by
real-time co-simulation of power and communication network
(cyber-physical system) with the protective devices interfaced
as Hardware In the Loop (HIL) [13]. This setup is called
Control Hardware in the Loop (CHIL) simulation. In this
paper, the authors present such a HIL framework to establish
the cyber and physical setup required to test the developed
protection scheme in real-time. Usually, in the published liter-
ature, the HIL implementation involves the usage of a single
communication protocol in testing protective devices/schemes
in closed-loop [14], [15]. In this paper, the authors created
a co-simulation platform that uses IEC 61850 and TCP/IP
communications to test, analyze, and design a communication-
assisted protection and self-healing scheme for microgrids,
thus helping to integrate protective devices using different
types of protocols. Hence, the novelty of the paper lies
in demonstrating a novel communication assisted protection
scheme for microgrids in real time that require different types
of communication protocols.
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II. PROPOSED PROTECTION SCHEME

The developed protection scheme in [12] is based on the
fundamental principle that short circuit will drive the fault
point voltage to a low value and in such a condition, the
fault currents will flow into the fault point. To implement
this physics, the proposed protection logic uses under voltage
monitored directional comparison principle. The scheme does
not depend on the type, number, or location of the sources, or
the topology of the microgrid, and is scalable with the size of
microgrid. The scalability feature is achieved by visualizing
the entire microgrid as a network of several physical zones.
A zone is the smallest part of the system that can be isolated
by opening its boundary breakers. The 123 node distribution
feeder shown in Fig. 1 (a) can be treated as a microgrid
network that is divided into seven zones and the zonal view is
shown in Fig. 1 (b). In this network, for a fault in zone 3, it
can be isolated by opening its boundary breakers B3 and B4.
Each zone is protected by a relay (hereafter called a ”zonal
relay”). The zonal relay is considered as the primary protection
of a zone. The protection logic is that when a fault brings the
voltage below a threshold, only the faulted zone will have
currents going into the zone in all of its boundary breakers.
So, communication is needed between boundary breakers and
zonal relays for primary protection.

The entire microgrid (with multiple zones) is protected by
the backup protection residing in the microgrid controller,
which is time coordinated with primary protection. The zonal
structure in a microgrid resembles a connected graph, and
hence the backup protection logic detects the faulted zone
using Admittance Matrix (AM) and Node Incidence (NI)
matrices used in in graph theory. The AM matrix is built using
the breaker status and stores topology information. Where as
the NI matrix stores the current direction information in each
breaker. Using the same AM matrices, the reconfiguration pro-
gram in the microgrid controller helps self-heal the system’s
healthy part after isolation of the faulted zone by the protection
system. Detailed explanation of the primary protection logic,
backup protection and reconfiguration programs using the AM
and NI matrices can be found in [12]. The implementation of
the protection scheme and time coordination is explained in
section IV.

III. HARDWARE IN THE LOOP FRAMEWORK

This section will explain the HIL setup, its components
and data flow in detail. The HIL setup consists of the RTDS
simulator rack, SEL-2470 software-defined network (SDN)
switch, SEL-2488 GPS Clock, SEL-421 protection relay, SDN
controller PC, and a Runtime PC as shown in Fig. 2The SEL-
2470 SDN switch manages the network traffic between the
connected devices. The SDN, the GPS clock, and the SEL
421 relays are configured on a local area network (LAN) and
managed using the SDN controller PC. THE SEL-2488 GPS
clock provides the GPS time as a PTP signal to the GTSYNC
card and the SDN switch. The GTSYNC card synchronizes
the simulator time to the GPS time PTP signal.
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Fig. 1. IEEE 123 node test feeder: (a) one line with IBRs and breaker
locations, (b) zonal view diagram with base case breaker status
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Fig. 2. HIL setup using RTDS.

A. Real-time simulator

The RTDS simulator is designed to perform real-time
electromagnetic transient program simulations. The process-
ing unit of the RTDS Simulator is called a NovaCor. Each
NovaCor contains an IBM Power8 processor with 10 cores,
operating at 3.5 GHz, with workstation interface functionality,
communication ports, and analog output channels [16]. These
10 cores are used to solve the network solution, network
components (i.e., transmission lines, loads, transformers, etc.,)
and any controls present in the simulation modeled using its
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user interface software called RSCAD.
1) Microgrid system: The IEEE 123 node test feeder with

15 IBRs is modeled in RSCAD to simulate a microgrid system
in real-time. The IBR locations and their ratings are shown in
Fig. 1 (a). The inverter models are the building blocks of the
100% IBR based microgrids, and use of detailed models with
proper control scheme is vital to enable stable system response
for different dynamic scenarios. Authors have developed a
detailed switching model of a three-phase inverter based on
Proportional Resonant (PR) control in [17]. The performance
of this control topology with a robust droop controller is
described on the IEEE 13-bus feeder with 4 IBRs, constituting
100% IBR penetration to create the worst-case scenario [18].
However, for the power system side analysis with time frames
in the fundamental frequency range (in ms), an averaged model
(with full control scheme) can suffice instead of a detailed
switching model of the three phase inverter. The switching
legs of the IBR models in [18] are averaged as described in
[12] to reduce the computational burden and run the microgrid
model (123 node power system model + 15 IBR models) in
real-time with a time step of 150µs. As seen from Fig. 3,
the control of IBRs involves a voltage loop and a current
loop operating in separate positive and negative sequence
frames. The sequence components are extracted using the
Delayed Signal Cancellation (DSC) method [19]. All the
inverters operate in grid following (GFL) mode with unity
power factor output and supply only balanced currents when
the grid is connected, where the grid source supplies reactive
power and unbalance currents. This is achieved by employing
negative sequence current blocking (NSCB) for calculating
the reference for the current control loop after voltage control
loop. In islanded mode, one inverter operates in grid forming
(GFI) mode. It performs grid functions of keeping voltages
balanced while supplying unbalanced currents. This operation
is achieved by involving a negative sequence voltage blocking
scheme (NSVB) in the voltage control loop. All inverters limit
their fault current to a low value for device protection. The
value is comparable to their continuous rating (1.1 pu for grid
following and 1.5 pu for grid forming were chosen in this
study), thus replicating the commercial inverter design [20] in
limiting fault currents. The overview of the control diagram of
the three-phase IBR model is shown in Fig. 3 and a complete
control scheme with a detailed explanation of GFI and GFL
mode of operation can be found in [17].
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Fig. 3. Overview of three-phase IBR control.

2) IED model: The developed protection scheme requires
current directions, breaker status, and voltage magnitude val-
ues from all breaker locations shown in Fig. 1 (a). These
measurements and breaker controls needed for the protection
scheme are modelled in RSCAD as an Intelligent Electronic
Device (IED) for each breaker. The breakers are conceived as
modern reclosers without using the reclosing function. Modern
reclosers are equipped with a control box mounted on the
same pole as the recloser, which can be compliant with the
communication protocol of choice. The control box can be
thought of as an IED that can be programmed to perform
different user-defined functions. Since the recloser is equipped
with a CT and a VT, and measures voltage and current phasors,
different functions related to these phasors can be built into
this IED. In the IED, current direction is calculated using
the well-established 90-45 directional scheme that uses line
voltages as the polarizing quantities for phase units and zero
sequence voltage as the polarizing quantity for ground unit
[21]. Additionally, these breakers will need to connect two
live systems while closing, making it necessary to have a
check-synchronization (referred to as “sync-check” hereafter)
feature [22] built into the IED. This means after getting a
closing signal, the breaker will close only when the voltage and
frequency differences between two sides are within allowed
thresholds. In addition, the IED is assumed to be able to detect
breaker failure (failure to open after a trip command). The
manual for a commercially available product [23] shows that
these capabilities are already available in modern reclosers,
thus validating the assumptions made and the IED model
created in RSCAD.

B. Network Interface card for data communication

The GTNETx2 card is used to interface the RTDS to exter-
nal equipment over a LAN connection using various standard
network protocols. The GTNETx2 card can be viewed as a
protocol converter accepting packets from the LAN, extracting
data from the packets and sending the payload information to
the NovaCor processing unit. The GTNETx2 card connects to
the NovaCOR via a fiber port. Data from the RTDS Simulation
can also be sent into a packet (packet format based on selected
protocol) and put out on the LAN where it will be picked up
by the devices assigned to accept the data. Each GTNETx2 has
the capability of running two protocols simultaneously. In this
paper, the GTNETx2 card is configured to use GSE/GOOSE
and socket(SKT) protocol [16] for the protection application.

C. SEL-421-7 Relay

The SEL-421-7 relay is a high-speed transmission line
protective relay that is compatible with IEC61850 std and
features various standard protection logics. SEL provides the
acSELerator Quickset software to configure the relay setting
either using standard functions or the user can define the
custom logic in the place holder called ”protection free-form
logic settings”. As the protection scheme in this paper uses a
custom logic developed by the authors, sequence timers, math
logic blocks, and latches provided in the acSELerator Quickset
software are used to program the protection logic developed
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in [12] as a custom logic. The current direction measurements
and breaker status (Boolean value) are received as GOOSE
messages by the relay from RTDS. SEL provides relay word
bits called virtual bits (VB) for user configuration. The virtual
bits V BXXX are used for mapping the receiving GOOSE
messages to the relay. Similarly, SEL provides remote analogs
(RA) in analog quantities for user configuration. These remote
analogs RAXXX are used for mapping RMS voltages from
RTDS. The trip signals of the protection logic are mapped onto
protection variables PSV XX . The protection variables are
part of the Boolean variables provided in the SEL relay. These
trip signals are configured to be sent as GOOSE messages to
RTDS that will be explained in the below section.

D. IEC 61850 Framework

The IEC 61850 standard was developed by the IEC Tech-
nical Committee Number 57 Working Group 10 and IEEE
for Ethernet (IEEE 802.3)-based communication in electrical
substations and is currently being extended for teleprotection
(IEC 61850-90-1). Although developed initially, keeping the
substation automation and protection in mind, IEC 61850 also
works well for microgrid applications. It provides an efficient
and reliable interoperability framework between different field
devices in protection applications. The protection applications
impose stringent restrictions on messages that communicate
fault-related signals, such as the 4 ms end-to-end time limita-
tion imposed on GOOSE messages by IEC 61850 [24], making
it a suitable protocol for primary protection. The GOOSE
object within IEC 61850 is designed for high-speed protection
and control applications. IEC 61850 GOOSE automatically
broadcasts messages containing status, controls, and measured
values onto the network for use by other devices. GOOSE
sends the message several times, increasing the likelihood that
other devices receive the messages.

The object-oriented peer-to-peer data exchange capabilities
are the most significant properties of IEC 61850 over the
other common standards. The Substation configuration lan-
guage (SCL) is an XML-based configuration language used to
support the exchange of configuration data between different
tools from different vendors. There are four types of SCL files
as follows.

• IED capability description file (ICD).
• System specification description (SSD) file.
• Substation configuration description file (SCD).

• Configured IED description file (CID).

The ICD file describes the capabilities of an IED, including
information on LNs and GOOSE. The SSD file describes the
single-line diagram of the substation and the required LNs.
The SCD file contains all IEDs, communications configuration
data, and a substation description. The CID file describes a
single instantiated IED within the project and includes address
information. For ease of usage, every vendor will provide an
editor with a user interface to parse the SCL files. In this
case, RTDS has ICT editor [25] and SEL has AcSELerator
Architect.

The data model in IEC 61850 follows a hierarchical struc-
ture with each physical IED consisting of several logical
devices representing physical equipment. Each logical device
has several logical nodes (LN). Logical nodes (which are
abstract) are the IEC 61850 object-oriented virtual model’s pri-
mary elements, consisting of standardized Data Objects (DO)
and Data Attributes (DA) [24]. Most data objects comprise
standard classes involving basic data objects, status, control,
and measurement. Each data element consists of several data
attributes with a data attribute type that belongs to functional
constraints. The proposed protection scheme uses the Generic
process I/O (GGIO) LN defined to use for non-standard
functions. The calculated direction measurements and breaker
status in the IED model described in section III-A2 are mapped
to status information DO-Ind and DA-”stVal”. The Analog
Input DO-AnIn is used for voltage measurements from the IED
model and values are mapped to DA-”mag.f”. The trip signals
from the relay described in section III-C are also defined as
GGIO LN and mapped to DO-Ind, DA-”stVal”.

With the decided data models, the steps to complete the
configuration of GOOSE messaging between RTDS and SEL-
421 relay is as follows.

1) Using the ICT editor in RSCAD, map the outputs of
IEDs (current directions, breaker status, RMS voltages)
described in section III-A2 to correct data models and
configure them to publish as GOOSE messages.

2) Export the configured settings as a CID file from ICT
editor and import it on SEL Architect.

3) In SEL Architect, Map the DAs to the virtual bits and
analog inputs according to section III-C in the relay.
This step will ensure relay subscribing to messages from
RTDS.

4) Create GOOSE transmit messages using protection vari-
ables (PSVXX) for publishing trip messages.

5) Export the CID file for the SEL relay and import it
in ICT editor and configure to subscribe to the trip
messages from SEL relay.

The data flow between RTDS and SEL 421 relay for the
configured IEC61850 communication is show in Fig. 4.

E. Microgrid controller and TCP/IP link

The TCP/IP is a standard communication protocol that
establishes end-to-end communication with acknowledgments
ensuring packet delivery. The TCP standard comes with prior-
ity settings that can be used to prioritize the protection related
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data over the network to warrant faster packet delivery. To pro-
tect the entire microgrid, the physical network design covering
the whole area to yield the 4ms end-to-end latency requirement
of IEC61850 can be achievable [26] but can increase the cost
of implementation. For the backup protection an extra time
delay is available to operate as it is time co-coordinated with
primary protection (100ms in this paper). Hence, TCP/IP with
a latency of around 10ms to 20ms [27] can be a suitable
protocol for backup protection. The backup protection and
reconfiguration logic are programmed in MATLAB on the
runtime computer shown in Fig. 2. The tcpclient object in
MATLAB software can be used to represent a connection to
a remote host and remote port from MATLAB to read and
write data. The remote host can be a server or hardware
that supports TCP/IP communication. In this case, RTDS is
configured as a TCP server supporting bi-directional data. The
server is configured with an IP address and port number to
send/receive data. The data flow between RTDS and MATLAB
program in microgrid controller (i.e., runtime PC) for the
configured TCP/IP is shown in Fig. 4. The current directions,
voltage values, breaker status and trip signals from primary
protection are formatted into a data array and sent as IP
packets. The IP packets are read at the runtime computer and
the payload is extracted and sent to back up protection and
reconfiguration programs. After program execution, the trip
signals from backup protection are sent back to the server
(RTDS) from MATLAB as IP packets. Similarly, close signals
from the reconfiguration program are sent to RTDS from
MATLAB.

IV. IMPLEMENTATION OF THE PROTECTION SCHEME

The IEC 60834-1: Teleprotection Equipment of Power
Systems defines the fault clearance times for communication
assisted protection schemes. The time divisions of the total
fault clearing time includes several parts as shown in Table I.
If protection applications requires transmitting and receiving
information from a remote location, propagation delays for
teleprotection needs to be taken into account as well. In
summary, the typical fault clearance time can be in the range
of 42ms to 180ms. However, the fault clearance time has to be
selected to achieve fast isolation of fault adhering to selectivity,

sensitivity, reliability and co-ordination with any downstream
protection devices/schemes.

TABLE I
TIME ALLOCATION FOR FAULT CLEARANCE ACCORDING TO IEC60834-1

Category details time (ms)
Fault -Analog to digital conversion 10 to 30

recognition time -protection algorithm pickup
Teleprotection -network latency and propagation delay 2 to 40

for teleprotection
Relay -Trip decision in application 0 to 30

decision time -relay operating time
circuit breaker -circuit breaker trip coil 30 to 80
operating time -circuit breaker mechanical movement

Total Fault clearance time 42 to 180
for a protection system

As discussed in section II, The protection scheme includes
primary and back-up protection. Three settings are required for
the primary protection logic of a zone shown in Fig. 5: 1) logic
timer, 2) voltage threshold, and 3) Fault Detect Flag (FDF)
timer, where the settings used are 2 cycles (33ms), 0.88 PU,
and 100ms respectively. The detailed explanantion of the logic
and flags are given in [12]. Based on the primary protection
logic timer, backup protection time delay has to be set by
adding the co-ordination time interval (CTI) to logic timer.
Unlike conventional protection schemes where CTI includes
relay and breaker operation time, the CTI in this scheme
should include maximum network latency and operation delays
as it involves communication.

The detailed time division of total fault clearance by primary
protection is shown with an example: a BG fault is applied
in zone 1, that has three boundary breakers B1, B2 and B9.
The communication setup for the example is shown in Fig. 6
(a). The time taken for different operations in ms is shown
in Fig. 6 (b). The fault is applied at 20ms, where as the
relay picked up the fault at 39ms after the voltage went below
threshold of 0.88PU. The relay decision time and round trip
communication took around 43ms (33ms of time delay + 8ms
for round trip communication and relay logic execution) to
receive trip signal at the breakers B1, B2 and B9 at 82ms.
The breaker opening delay is 35ms, taken from the data sheet
of the breaker equipment assumed in the paper [23]. So, the
total fault clearing time is around 97ms, which is within the
IEC 60834 specified range.

Now, considering to have a network that can provide a
maximum communication latency of 4ms for for IEC61850
communication and 10ms for TCP/IP, The CTI should be at
least: 33ms (logic timer) + (2*4ms) + 10ms = 51ms. The
backup time delay has to be set > 35ms (breaker opening
time) + CTI = 86ms. In this paper, the time delay of 100ms is
selected for the backup protection allowing enough time for
co-ordination with primary protection. For the same BG fault
in zone 1, the time of operation in ms for backup protection is
shown in Fig. 6 (c). The fault is applied at 20ms and backup
protection picked up the fault at 39ms after the voltage went
below threshold of 0.88PU. The program decision time and
round trip communication took around 120ms to receive trip
signal at the breaker at 160ms. The 120ms include 100ms
time delay, 12ms for execution of backup protection program
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execution and 8 ms for round trip communication. Considering
the breaker opening time, the total fault clearing times is
around 174ms, which is within the IEC 60834 range.

V. RESULTS

The Protection scheme was tested on the 123 node distribu-
tion feeder using the HIL setup discussed in section III. The
Following case studies in this section are used for the analysis
and validation of the proposed scheme on the co-simulation
platform.

A. Primary Protection

The primary protection logic for all seven zones is pro-
grammed in the SEL-421 relay. The protection scheme is
tested in real-time for different faults in different parts of the
123-bus feeder in both grid-connected and islanded modes.
The response of the scheme in detecting, locating, and clearing
the faulted zone at three randomly selected locations on the
feeder in grid-connected mode is shown in Fig. 7 (a) and
islanded mode is shown in Fig. 7 (b). It can be seen that in
both modes of operation, correct zonal protection is detecting
the fault and sending the trip signal. For example, in Fig. 7

(a)

(b)

Fig. 7. Primary protection response: (a) grid connected mode, (b) islanded
mode

(a), an AG fault at 200 ms in zone 1 is detected by the zone
1 relay (blue color), and the zone trip signal is received by
corresponding breakers B1, B2 and B9 at 255 ms in RTDS run
time. The operation time of 55 ms includes the pick up time,
relay operation and round trip time communication delay. The
actual breaker opens 35ms after receiving trip signal.

B. Backup Protection

The backup protection is tested for three cases: primary
protection failure, breaker failure, and IED communication
failure in both grid-connected and islanded modes of oper-
ation. As mentioned in the previous section IV, to co-ordinate
with the primary protection, a time delay of 6 cycles (100ms)
is used in the backup protection logic. First, for a primary
protection failure, the response of the backup protection for
detecting, locating, and clearing the faulted zone at three
randomly selected locations on the feeder in grid-connected
mode is shown in Fig. 8. For example, for an ACG fault in
zone 1 at 200ms, the backup protection will trip the breakers
B1, B2, B9 at 330ms and isolate zone 1. The operation time of
130 ms includes the 100 ms of time delay plus 30 ms for relay
pickup time, backup protection operation and communication
delay. Second, for a breaker failure, the response of the backup
protection is demonstrated with a test case in islanded mode,
as shown in Fig. 9(a) and (c). For a BG fault at 200ms in zone
4, when breaker B5 fails to operate (the breaker failure signal
is simulated at 285 ms), the backup protection will clear the
faulted region (zone 4 and 5) by opening breakers B6, B7 at
348ms. The operation time of 148 ms includes the 100 ms of
time delay plus 48 ms for round trip relay pickup time, backup
protection operation (decide the next breakers to trip for the
failed breaker) and communication delay. Third, for an IED
communication failure, the response of the backup protection
is demonstrated with a test case in islanded mode, as shown
in Fig. 9(b) and (d). For an ABCG fault at 200ms in zone 4,
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Fig. 8. Backup protection response to primary protection failure
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Fig. 9. Backup protection response to: (a) breaker failure, (b) IED failure
(c) fault type and breaker trip signals for breaker failure, (d) fault type and
breaker trip signals for IED failure

when breaker B5 fails to operate (the breaker failure signal is
simulated at 285 ms) in addition to IED comm failure at B7,
the backup protection will clear the faulted region (zone 4, 5,
and 7) by opening breakers B6, B9 at 352ms. The operation
time of 152 ms includes the 100 ms of time delay plus 52
ms for round trip communication delay, relay pickup time
plus backup protection logic operating time in expanding the
protection region for the failed IED and deciding the next
breaker(s) to trip for the failed breaker. Note that the trip time
shown in the figures is the time when the breaker will receive
a trip signal.

C. Reconfiguration aided Protection

The first case is to demonstrate the working of the recon-
figuration program in self healing the system in the event of
loss of grid source. A temporary fault is applied in zone 1

on the base case topology shown in Fig. 1 (b) and the zonal
relay will isolate the fault by tripping breakers B1, B2, and
B9. This action by the protection system leads to the loss of
grid source SS1 to the healthy part of the system ( i.e. zone
2, 3, 4, 5, 6, and 7). In this case, the reconfiguration program
connects the healthy part of the system to an alternative grid
source (SS2) by closing breakers B10 and B3. The topology
after reconfiguration is shown in Fig. 10(a). The power plots
in Fig. 10 (c) show stable reconfiguration for this case. As the
fault is temporary, zone 1 will be reconnected to the system
by the reconfiguration program (after clearing the fault flag
manually) by closing breaker B2. The next case is executed
on this changed topology in Fig. 10(a).

The second case will exhibit the robustness of the recon-
figuration program to work for any topology. A permanent
fault is applied in zone 4, and the protection system isolates
the fault by opening breakers B4 and B5. This action will
lead to the islanding of healthy zones (i.e. zone 5, 6, and
7). The reconfiguration program closes breaker B9 to connect
the healthy zones to the grid source. The topology after
reconfiguration is shown in Fig. 10 (b). The power plots shown
in Fig. 10 (d) show stable reconfiguration for this case. As the
fault is permanent, it can be seen that the IBR 7 and 8 will
shut down after they ride through the fault (see the power
output goes to zero) in accordance with the requirements of
IEEE1547 standard.

D. Reconfiguration for a fault with equipment failure

The case will demonstrate the isolation of the faulted
zone by backup protection for a breaker failure followed by
reconfiguration program self-healing the rest of the healthy
system. For a temporary fault in zone 7 on the base case
topology shown in Fig. 1 (b), the breakers B9 and B7 are
tripped by zone 7 relay at 252ms. when breaker B9 fails to
operate, the backup protection will clear the faulted region
(zone 1 and 7) by opening breakers B1, B2 at 345ms as
shown in Fig. (a), (c). The reconfiguration program detects
two healthy islands (zone 2, 3 and zone 4, 5 ,6) and loss of
grid source SS1. It connects the healthy island zones 2, 3 to
next available grid source SS2 by closing breaker B10 at 1.6s
and the other island of healthy zones 4, 5, and 6 by closing
breaker B4 at 3.8s. The topology after reconfiguration is shown
in Fig 11(b). The power plots for these events of fault isolation
and stable reconfiguration are shown in Figure 11 (d).

VI. CONCLUSION

This paper implemented a HIL platform capable of model-
ing the data flow between the RTDS and physical protective
devices to protect a utility-scale microgrid. The co-simulation
framework utilizes a real communication network built using
IEC61850 for the primary protection and TCP/IP protocol for
the backup protection and reconfiguration. The significance of
this framework is that it can not only integrate commercially
available protective relays, but also protection and control
logic programmed on a generic computer to validate the
protection methods in real time. The protection scheme is
tested on the highly unbalanced IEEE 123-node feeder with
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Fig. 10. (a) Topology post reconfiguration case 1, (b) topology post recon-
figuration case 2, (c) IBRs power output for case 1, (d) IBRs power output
for case 2
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Fig. 11. (a) Topology after fault isolation, (b) Topology after reconfiguration,
(c) protection system response, (d) IBRs power output

15 IBRs connected to it. Reliable operation of main and
backup protection is demonstrated without the need for any
adaptive changes in settings for grid-connected or islanded
modes. The Backup protection comprehensively addresses
failure of primary protection relay, breaker or communication.
The Reconfiguration scheme is tested to show temporary faults
do not result in permanent outage and dynamic self healing
of the healthy part of the system. The successful testing of
holistic protection and reconfiguration scheme on IEEE 123
node feeder in real-time demonstrates the smooth flow of data
between the cyber and physical parts in the system to protect
and self-heal the microgrid under test.
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