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ABSTRACT. The dipole moment is the molecular property that most directly indicates molecular 

polarity. The accuracy of computed dipole moments depends strongly on the quality of the calculated 

electron density, and the breakdown of single-reference methods for strongly correlated systems can 

lead to poor predictions of the dipole moments in those cases. Here, we derive the analytical expression 

for obtaining the electric dipole moment by multiconfiguration pair density functional theory (MC-

PDFT), and we assess the accuracy of MC-PDFT for predicting dipole moments at equilibrium and 

nonequilibrium geometries. We show that MC-PDFT dipole moment curves have reasonable behavior 

even for stretched geometries, and they significantly improve upon the CASSCF results by capturing 

more electron correlation. The analysis of a dataset consisting of 18 first-row transition metal diatomics 

and 6 main-group polyatomic molecules with multireference character suggests that MC-PDFT and its 

hybrid extension (HMC-PDFT) perform comparably to CASPT2 and MRCISD+Q methods and have a 

mean unsigned deviation of 0.2–0.3 D with respect to the best available dipole moment reference 

values. We explored the dependence of the predicted dipole moments upon the choice of the on-top 

density functional and active space, and we recommend the tPBE and hybrid tPBE0 on-top choices for 

the functionals combined with the moderate correlated participating orbital scheme for selecting the 

active space. With these choices, the mean unsigned deviations (in debyes) of the calculated equilibrium 

dipole moments from the best estimates are 0.77 for CASSCF, 0.29 for MC-PDFT, 0.24 for HMC-

PDFT, 0.28 for CASPT2, and 0.25 for MRCISD+Q. These results are encouraging because the 
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computational cost of MC-PDFT or HMC-PDFT is largely reduced compared to the CASPT2 and 

MRCISD+Q methods.  
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I. INTRODUCTION 

The accurate prediction of molecular properties is one of the primary goals of computational 

chemistry. Experimentally, the magnitude of the dipole moment can be obtained by using microwave 

Stark spectroscopy, and its direction can be determined through the isotopic dependence of the 

rotational magnetic moment.1–3 The permanent dipole moment measures the polarity of a single 

molecule, and in the condensed phase it is one of the properties that has a large effect on solvation 

energies. The dipole-dipole interactions are important contributors to intermolecular forces, such as the 

ones that facilitate protein folding, self-assembly of π-conjugated dyes, and liquid crystal alignment4–6. 

The interaction between the permanent electric dipole moment and an external electric field can be used 

to manipulate the reactivity of ultracold diatomic molecules.7,8 Furthermore, dipole moments are useful 

molecular descriptors;9,10 for example, in machine learning, the partitioning of a continuous molecular 

charge distribution into the atom-centered point charges is often restrained to reproduce the dipole 

moments (or other physical observables).11,12 The partial atomic charges can then be used in the 

parametrization of classical force fields,11 calculation of solvation free energies,13 and evaluation of 

many other molecular properties.14  

The dipole moments can be used to estimate the intensity of infrared (IR) transitions.21 Dipole 

moments at nonequilibrium geometries are used to predict the radiative lifetimes of excited vibrational 

states,17 and dipole moment surfaces (DMSs) computed on a grid of geometries are used to determine 

intensities of transitions in rovibrational spectra.18–22 In the case of flexible molecules with rich 

conformational space, these intensities can be estimated from the dipole moment autocorrelation 

functions23,24 propagated in ab initio molecular dynamics (AIMD) simulations.25,26 To extract a full 

vibrational spectrum from the autocorrelation function in AIMD, the permanent dipole moment needs to 

be evaluated as a function of geometry, including geometries characterized by stretched chemical bonds. 

Single-reference electronic structure methods are often inadequate for stretched bonds because they do 

not capture static electron correlation. Furthermore, for strongly correlated systems, the static 

correlation is large even at the equilibrium geometry. In addition, the dipole moment can be sensitive to 

dynamic correlation; therefore, in order to compute reliable DMSs, one should use multireference 

methods that are capable of capturing most of the dynamic electron correlation as well as the static 

correlation.  

A multireference method designed to do this in an affordable way is multiconfiguration pair-

density functional theory (MC-PDFT), and the present contribution is concerned with using MC-PDFT 
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to compute dipole moments. MC-PDFT is a multireference method that uses a multiconfigurational 

wave function as the reference function and computes the total energy from the kinetic energy, density, 

and on-top pair density of that wave function.27 While the computational cost of MC-PDFT is lower 

than that of multireference perturbation theories or multireference configuration interaction, it has been 

shown to provide good accuracy for calculating the excitation energies, bond energies, reaction barriers, 

and molecular geometries.28–33 In this paper, we derive an analytical procedure for computing dipole 

moments by MC-PDFT, we present illustrative applications, and we compare MC-PDFT dipole 

moments to those computed by complete active space self-consistent field (CASSCF) calculations,34 

complete active space second-order perturbation theory (CASPT2),35 and multireference configuration 

interaction with single and double excitations and a Davidson correction for quadrupole excitations 

(MRCISD+Q)36–38. The applications consist of equilibrium dipole moments of 18 first-row transition 

metal diatomics, six polyatomic molecules, and nonequilibrium dipole moments of HF, CO, NO, and 

AlO for bond-stretched geometries.  

 

II. MC-PDFT ANALYTICAL DIPOLE MOMENT 

In a homogeneous electric field, the energy can be expanded in a Taylor series in field strength 𝐅 

as  
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where 𝐸0  is the energy in the absence of a field, and 𝛍 is the field-free electric dipole moment. 

Therefore, the electric dipole moment can be computed by differentiation of the total electronic energy 

with respect to the strength of the electric field. We begin by writing out the MC-PDFT energy 

expression in the presence of a homogeneous electric field  
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where indices p, q, s, and t refer to the molecular orbitals, Z is the nuclear charge, RA is the position 

vector of a nucleus, A runs over all nuclei, and η runs over x, y, and z coordinates. The first four terms 
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include the nuclear repulsion energy Vnn, the one- and two-electron electron integrals (hpq and gpqrs), the 

elements of one-electron reduced density matrix Dpq, and the on-top density functional Eot, which 

depends on the electron density ρ, the on-top pair density Π, and their gradients. The on-top pair density 

is defined as the probability of finding two electrons at the same point in space.39 When the wave 

function is multideterminantal, the on-top density cannot be determined solely from the density, and it 

contains information about static and dynamic electron correlation. The last two terms in eq (3) account 

for the electric field effect. The electric dipole integrals mpq in the x direction are given by 

   =
pq p e qx

q xm  (4) 

where φ are the basis functions, qe is the electron charge, and x is an electronic coordinate; analogous 

expressions hold for the y and z directions. Unlike a nuclear perturbation, which perturbs both one- and 

two-electron integrals, the electric field perturbs only the one-electron integrals.40 The present article is 

restricted to MC-PDFT based on a state-specific CASSCF wave function and is not applicable to state-

averaged CASSCF or other kinds of reference wave functions. We first present the theory for the 

original version of MC-PDFT,27 and then we present the extension to hybrid MC-PDFT (HMC-

PDFT).41 

MC-PDFT. The component of the electric dipole moment along the x-axis can be written as the 

derivative of the MC-PDFT energy with respect to the strength of the electric field Fx  
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where vectors κ and P represent, respectively, the orbital and state rotation parameters42,43 minimizing 

the state-specific CASSCF energy. Because MC-PDFT is a non-variational method, the 
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partial derivatives are generally not equal to zero and thus the response of the wave function is required 

to compute the dipole moment. This is accomplished by using the method of Lagrange multipliers as 

was previously shown for the state-specific42 and state-averaged43,44 MC-PDFT analytical nuclear 

gradients. If the CASSCF wave function is chosen as the reference wave function in MC-PDFT, the 

Lagrangian takes the form 
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where zorb is a Lagrange multiplier for orbital rotation, and zCI is a Lagrange multiplier for state rotation. 

These multipliers are chosen to nullify the last two terms in eq. (6) and make the Lagrangian variational 

with respect to the κ and P vectors. Since the energies of MC-PDFT and the Lagrangian are equal, the 

derivative in eq (5) can be written in the form of a partial derivative of the Lagrangian with respect to 

the electric field: 
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Because the nuclear repulsion term, two-electron part, and on-top energy are all independent of the 

external electric field, the first term in eq (8) can be reduced to 
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The derivatives of the second and third terms in eq (8) are reminiscent of those used in the evaluation of 

the MC-PDFT nuclear-coordinate gradients,43 except that the spatial derivatives of the one-electron 

integrals are replaced by the dipole integrals:  
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where ⟨0|𝐸̂𝑝𝑞|𝐼⟩ are the elements of the transition density matrix, where 𝐸̂𝑝𝑞 is the spin-traced excitation 

operator, 

   
= +† †ˆ ˆ ˆ ˆ ˆ

pq p q p q
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and |0⟩ and |𝐼⟩ are the reference and excited configuration state functions, respectively. By substituting 

eqs (9), (10), and (11) into eq (8) and including the minus sign of eq (5), we obtain the final expression 

for the state-specific MC-PDFT permanent dipole moment: 

  ( )   = − + + x pq pq pq A A xx
pq A

D D Zm R . (13) 

where we introduced the auxiliary matrix 𝐃̆ with elements: 
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By rearranging terms in eq (13), one can show that that the MC-PDFT dipole moment is the sum of the 

CASSCF dipole moment and a correction term: 

  = −MC-PDFT CASSCF

x x pq pqx
pq

Dm  (15) 

HMC-PDFT. In HMC-PDFT,41 the energy is expressed as a weighted average of the CASSCF 

and MC-PDFT energy expressions:  

HMC-PDFT CASSCF MC-PDFT(1 )E E E = + − . (16) 

where λ is a hybridization constant. Then the HMC-PDFT dipole moment is given by 

 HMC-PDFT CASSCF (1 )x x pq pqx
pq

D  = − −  m . (17) 

 

III. COMPUTATIONAL METHODS 

The calculations were performed using the PySCF45,46 package with the mrh47 add-on that 

enables pair-density functional calculations. For diatomic molecules, we used 𝐶∞𝑣 symmetry, which is 

explicitly supported in PySCF.48  

We employ both MC-PDFT and HMC-PDFT. In the latter λ is an adjustable parameter. 

Using λ = 0.25 combined with tPBE functional, labeled as tPBE0,41 significantly improves the dipole 

moment values with no additional computational cost compared to tPBE and CASSCF, and we will thus 

discuss results with tPBE0 in the following. The MC-PDFT dipole moments were computed 

analytically as discussed in Section II using the translated and fully-translated on-top density functionals 

denoted respectively by prefixes “t” and “ft” added to Kohn-Sham exchange-correlation functionals. 

Note that the translation scheme refers to the mapping of electron density and on-top pair density 

obtained from a multiconfigurational wave function to the broken-symmetry spin densities entering 
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exchange-correlation functionals. We used tPBE27 and tOPBE49 on-top density functionals with MC-

PDFT and the tPBE0 functional with HMC-PDFT. The tPBE portion of the tPBE0 notation denotes the 

use of the tPBE0 functional for the PDFT portion of HMC-PDFT, and the trailing 0 is a shorthand for 

using the same percentage of nonlocal CASSCF energy (25%) as is used for the nonlocal energy 

component of the hybrid PBE050 exchange-correlation functional. We used the Lebedev–Laikov 

integration grid51 having 200 radial and 1454 angular points per atom. For the fully-translated ftPBE52 

on-top density functional, the dipole moments were computed numerically to investigate the effect of 

translation scheme on the accuracy of dipole moments prior to analytical implementation.  

We explored three correlated participating orbital (CPO) schemes53–55 for selecting the active 

space for transition metal diatomics: nominal (nom-CPO), moderate (mod-CPO), and extended (ext-

CPO). Each CPO active space includes multiple pairs of active molecular orbitals and active valence 

electrons. The first orbital in each pair is formally occupied, while the second orbital, denoted as a 

correlating orbital, is formally unoccupied. with the two orbitals having similar spatial distribution (see 

the natural orbitals in the SI). The nom-CPO active space includes the doubly occupied bonding 

orbitals, doubly occupied antibonding orbitals (if there are any), all singly occupied orbitals, and the 

corresponding correlating counterparts. The mod-CPO active space includes all orbitals of nom-CPO 

plus the d-subshell occupied orbitals of the metal, the p-subshell doubly occupied nonbonding orbitals 

of the non-metal (if there are any), and the correlating counterparts. Note that in the original formulation 

for transition metal compounds,54 the mod-CPO scheme included singly and doubly occupied d-subshell 

orbitals, whereas here we add all d-shell orbitals regardless of their occupation if the ground state has 

high symmetry, such as Φ or Γ. Finally, ext-CPO includes all the orbitals of the mod-CPO active space 

plus the 4s occupied orbitals of the metal, 2s or 3s nonbinding orbitals of the nonmetal, and the 

corresponding correlating orbitals. 

The multireference complete active space perturbation theory (CASPT2) calculations and 

multireference configuration interaction calculations with single and double excitations and fixed-

reference Davidson correction (MRCISD+Q)36–38 (eqs 1 and 2 of ref 56) were performed using the 

Molpro57 package. In the case of CASPT2, the core orbitals were not correlated in the configuration 

interaction step, and an imaginary level shift58 of 0.2 a.u. was applied to avoid intruder state problems. 

In Molpro, we used 𝐶2𝑣 symmetry for diatomic molecules with additional default supersymmetry 

constraints preventing mixing of δ and σ orbitals in the a1 irreducible representation and mixing of φ 

and π orbitals in b1 and b2 irreducible representations. The MRCISD+Q dipole moments were computed 
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numerically using the finite-field two-point central difference formula unlike the CASPT2 dipole 

moments, which were computed analytically by differentiation of the energy with respect to the electric 

field.59 The energy convergence threshold was set to 10-10 a.u. to ensure numerical stability, and in all 

cases the numerical dipoles were converged within 10-3 D. All MRCISD calculations in this article are 

internally contracted.  

The CASSCF energies obtained in PySCF and Molpro agreed to within 10-6 a.u., which confirms 

that the CASSCF solutions are identical in two programs. Since augmentation of the basis set with 

diffuse functions has been found to significantly improve the accuracy of dipole moments,60 the 

calculations at the equilibrium and nonequilibrium configurations were performed with the aug-cc-

pVXZ (X = T or Q) basis set.61,62 In the case of transition metal diatomics, a more compact def2-TZVPD 

basis set was used with diffuse functions on both hydrogen and non-hydrogen atoms.63,64  

The M diagnostics55 were computed to assess the extent to which the considered molecules are 

multiconfigurational. The guideline specified in previous work55 is that if M is greater than or equal to 

0.05, the molecular system is strongly correlated and should be treated with multireference methods, 

and if M is smaller than 0.05, it can be well described by a single-reference method. 

 

IV. RESULTS AND DISCUSSION 

A. Analytical vs Numerical Dipole Moments 

To test our dipole moment implementation in PySCF, we use the asymmetric CHFClBr molecule 

with geometry optimized at the tPBE(2e,2o)/aug-cc-pVDZ level of theory. Here, the active space 

includes two active electrons in the bonding and antibonding molecular orbitals localized in the C-H 

bond. The dipole moment curves shown in Figure 1 are obtained by elongating the C-H bond from the 

equilibrium value of 1.1 Å to 3.0 Å with a step size of 0.1 Å while freezing the remaining degrees of 

freedom. The numerical and analytical dipole moments agree at all distances within 0.001 D (see the 

SI). 
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Figure 1. Analytical vs numerical MC-PDFT dipole moment curves of CHFClBr. The curves are 

obtained by a rigid scan along the C-H coordinate performed at the tPBE(2e,2o)/aug-cc-pVDZ level. 

The active space orbitals at the equilibrium geometry are shown in the inset. 

 

B. Equilibrium Dipole Moments of the Main-Group Polyatomic Species  

The electronic structure of closed-shell organic molecules is often well-described by a single 

electron configuration. However, the open-shell species, for example organic radicals and diradicals, are 

usually inherently multiconfigurational and may require a multireference treatment. We used tPBE to 

compute equilibrium dipole moments of the four highly reactive multiconfigurational (M>0.05) open-

shell polyatomic species given in Table 1. In these species, the first atom was placed at the origin and 

the Al-C, C-P, C-C, and C-N bonds were aligned with the z-axis making the x- and y-components of the 

dipole moment zero.  

In the case of AlCH2, the CASSCF dipole moment (0.84 D) is already close to the reference 

MRCISD value (0.85 D), and tPBE introduces only a minor change (to 0.82 D), thereby avoiding an 

overcorrection. For the CPP, CCO, and CNN diradicals, the CASSCF dipole moments deviate 

significantly from the reference values. Here, tPBE largely improves upon CASSCF results by reducing 

the absolute error and even flipping the CASSCF dipole moment vector in the CPP diradical to yield the 

correct (-)C-P2
(+) polarity. Another inherently multiconfigurational molecule is C-cyanomethanimine. It 

can exist in the E and Z forms with quite different dipole moments of 4.11 and 1.41 D.65 Both CASSCF 

and tPBE can distinguish between the two isomers; however the CASSCF values are overestimated by 

almost 0.3 D, while tPBE dipole moments are in excellent agreement with the experimental references.   

 

Table 1. CASSCF and tPBE dipole moments (μ) and projections on the z-axis (μz) computed with 

the aug-cc-pVTZ basis set. 

Species State Active space M CASSCF tPBE Reference 
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μz (D)     

AlCH2 2B1 (9e,10o) 0.10 0.84 0.82 0.85a  

CPP 3Π (14e,12o) 0.13 -0.11 0.38 0.32b  

CCO 3Σ- (14e,12o) 0.05 1.86 1.36 1.47b 

CNN 3Σ- (14e,12o) 0.07 1.21 0.79 0.82b 

μ (D)   

HN=CHCN (E isomer) A´ (10e,10o) 0.07 4.48 4.15 4.11(2)c 

HN=CHCN (Z isomer) A´ (10e,10o) 0.08 1.71 1.43 1.41(17)c 

             a MRCISD (ref 66); b MRCISD+Q (ref 67); c experiment (ref 68) 

 

C. Dipole Moments at the Nonequilibrium Configurations  

Predicting the dipole moment for geometries with stretched bonds is a challenge for electronic 

structure theory. For example, coupled-cluster theory with single, double, and quasiperturbative 

connected triple excitations, (CCSD(T)),69 which is often reliable at equilibrium geometries, can fail 

dramatically at large internuclear distances and give rise not only to inaccurate potential energy surfaces 

(PESs) but also to unphysical DMSs.70 This can be attributed to strong electron correlation at geometries 

with stretched bonds; treating strong correlation by using single-reference methods requires a more 

complete treatment of higher excitations, which is often unaffordable.71  

To evaluate the performance of MC-PDFT for predicting dipole moment curves (DMCs), we 

chose four molecules (HF, NO, CO, and AlO) that have been extensively studied both experimentally 

and theoretically in the past. The diatomics were oriented along the z-axis with the first atom placed at 

the origin. Thus, the positive projection of the dipole moment on the z-axis implies A 
− B+ polarity, while 

a negative value indicates the reverse A 
+ B− polarity. The DMCs are scanned from distances slightly 

shorter than the equilibrium one all the way to the asymptotic limit when possible. The tPBE curves are 

compared to MRCISD+Q results with both methods built upon the same parent CASSCF wave 

functions. In addition to computed ab initio curves, we also show selected points of empirical DMCs 

available in the literature (where they are given in the form of polynomial series). These empirical 

DMCs were obtained from the relative intensities of rovibrational transitions using the Herman-Wallis 

approach72,73 or a direct-fit method by Li et al.74 where DMCs are fit to all available rovibrational matrix 

elements with appropriate weighting of experimental uncertainties. Because only low-energy vibrational 

bands 𝜈′ − 𝜈′′ (𝜈′ is an upper and 𝜈′′ is a lower state) can be unequivocally resolved in the emission 

spectra, the empirical DMCs represented by polynomial series are often limited to a short range of 

internuclear distances; the limits of the range correspond to the classical turning points of the highest 

vibrational level involved in the least-squares fitting. Nevertheless, empirical DMCs provide a valuable 
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benchmark for the computed nonequilibrium dipole moments. Note that DMCs fitted to piecewise 

polynomial series diverge outside their validity range and are not used in practical calculations of 

rovibrational intensities; instead they are replaced with asymptotically correct analytical functions, for 

example a Padé approximant fitted to empirical data in the short range and to ab initio data at large 

internuclear separations in order to improve the intensities of high-overtone transitions.75 For our 

purposes, the accurate empirical DMCs in the form of polynomial series provide an opportunity to 

examine the quality of the nonequilibrium DMCs in the regions where predictions of single-reference 

electronic structure methods become questionable. 

 

 Closed-Shell HF and CO Molecules 

In the X 1Σ+ ground state at the equilibrium bond length of 0.9168 Å,76 the hydrogen fluoride 

wave function is dominated by a closed-shell 1𝜎22𝜎23𝜎21𝜋𝑥
21𝜋𝑦

2 electron configuration. The polarity 

of HF is manifested by the permanent dipole moment of 1.8265 D, which can be rationalized from the 

difference in electronegativity of H (electronegativity 2.10) and F(electronegativity 3.98) atoms (Figure 

2, left).77,78 This experimental value is reasonably well reproduced by all considered methods, including 

second-order corrected coupled cluster theory, (CCSD(2))79 extrapolated to the complete basis set limit 

by Hait and Head-Gordon.71 In that work, CCSD(2) was chosen as a benchmark to show the failure of 

density functional theory (DFT) at moderate and large internuclear separations, where the wave function 

acquires a sizable multiconfigurational character mainly due to the increasing contribution of the 

1𝜎22𝜎24𝜎21𝜋𝑥
21𝜋𝑦

2 electron configuration. Indeed, the CCSD(2) curve is smooth and shows the correct 

asymptotic behavior in the homolytic bond dissociation limit. However, a comparison with the 

empirical DMCs and full-valence (8e,5o) MRCISD+Q curves, which are in good agreement with each 

other, suggests that CCSD(2) is not a reliable benchmark as it starts to overestimate the dipole moment 

magnitude beyond 1.2 Å. Importantly, at larger internuclear distances, the CCSD(2) curve approaches 

zero much faster than the one predicted by MRCISD+Q with the two curves crossing one another 

around 2.1 Å. The discrepancy between CCSD(2) and MRCISD+Q cannot be explained by 

incompleteness of the basis set because an increase from aug-cc-pVQZ to aug-cc-pV5Z has only a small 

effect on the MRCISD+Q DMC (less than 0.01 D at all geometries). The most accurate empirical DMC 

of CO in the range from 0.69 to 1.39 Å has been obtained by Li et al.22 based on the relative intensities 

of rovibrational bands with 𝜈′ ≤ 5 and using the potential energy curve80 derived by Coxon and 

Hajigeorgiou. An alternative but older empirical DMC by Sileo and Cool81 extends to 1.7 Å due to the 
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use of transitions from upper vibrational levels 𝜈′ ≤ 9; however, it has a greater uncertainty (≤15%) in 

the fitted rovibrational matrix elements. Nevertheless, this curve overlaps quite well with MRCISD+Q 

and DMC by Li et al. This overlap provides some support for using the MRCISD+Q results as a 

benchmark.  

According to full-valence MRCISD+Q, the HF polarity increases upon bond extension with the 

maximum at about 1.60 Å, and then it slowly reduces to zero in the bond dissociation limit (Figure 2, 

left). At an internuclear distance of 1.0 Å, CASSCF(8e,5o) and tPBE(8e,5o) results begin to deviate 

from the MRCISD+Q curve. The tPBE(8e,5o) DMC improves noticeably upon the CASSCF(8e,5o) 

results and yields a DMC that is much closer to the benchmark. The full-valence (8e,5o) active space 

has only one correlating orbital, and the populations of 2𝜎, 1𝜋𝑥, and 1𝜋𝑦 orbitals do not change as 

functions of internuclear distance, so the DMC is virtually identical to the one obtained with the small 

(2e,2o) active space. The expansion of active space to (8e,8o) by adding 2𝜋𝑥, 2𝜋𝑦, and 5𝜎 orbitals with 

3px, 3py, and 3s character reduces the magnitude of the MRCISD+Q DMC dipole moment but only 

slightly (by no more than 0.01 D). The maximum magnitude in the tPBE(8e,8o) DMC is shifted from 

1.6 to 1.8 Å, which results in better agreement with the MRCISD+Q curve out to 1.5 Å (see the SI). The 

CASSCF DMC for the larger active space also becomes closer to the benchmark. For the full-valence 

active space, the magnitude of the dipole moment across all geometries is underestimated by CASSCF 

and overestimated by tPBE with the largest deviation in the vicinity of the Coulson-Fischer point. 

However, this discrepancy with MRCISD+Q is largely eliminated by the tPBE0 curve that is closer to 

the benchmark at the inflection point and almost overlapping with it in the other regions. This result is 

encouraging since the computational cost of tPBE0 is the same as tPBE and much less than that of 

MRCISD+Q.  
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Figure 2. Dipole moment curves of HF (left) and CO (right) molecules. The vertical dashed lines mark 

the equilibrium internuclear distances. The active spaces are full-valence active spaces, in particular 

(8e,5o) for HF and (10e,8o) for CO. Negative values of the dipole moment correspond to +AB– polarity. 

Yellow squares indicate dipole moments measured for the ground vibrational state. The orange (HF,22 

CO82) and cyan (HF81, CO83) squares are the selected points of the empirical dipole moment curves 

within the validity range. The aug-cc-pVQZ basis set is used for all calculations except for the 

CCSD(2)/CBS calculations, which are taken from ref 71.  

 

The dominant configuration of the 1Σ+ ground state of carbon monoxide is 3𝜎24𝜎25𝜎21𝜋𝑥
21𝜋𝑦

2. 

In the vicinity of equilibrium geometry84 at 1.1283 Å, all methods reproduce the counterintuitive -CO+ 

polarity with the magnitude of dipole moment close to the experimental85 value of 0.112(5) D. Such 

distribution of electron density arises from the donation of the 2p(O) electron pair back to the C atom. 

As the internuclear distance increases, the polarity changes to +CO- reflecting the migration of the 

electronic charge. The empirical DMC of the CO molecule has been a subject of numerous experimental 

studies in the past.83,86–90 To date, the most accurate empirical DMC is a six-order polynomial 

constructed by Li et al.82 based on the intensity ratios of lines ascribed to transitions from the upper 

states with 𝜈′ ≤ 6 and spectroscopically determined potential energy curve84 obtained by Coxon and 

Hajigeorgiou. This DMC spans a range of nuclear oscillations from 0.99 to 1.34 Å corresponding to the 

turning points of the 6th vibrational level. The older and less accurate DMC by Chackerian et al., relying 

on the data available before 1984, covers a substantially larger range from 0.87 to 1.93 Å and almost 

reaches the inflection point of full-valence (10e,8o) MRCISD+Q curve around 2.0 Å.83 In general, these 

empirical DMCs are in good agreement with MRCISD+Q and the previous study by Langhoff and 
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Bauschlicher,91 who used averaged coupled-pair functional (ACPF) with the (8e,7o) active space and 

aug-cc-pVQZ basis set for calculating the DMC of CO molecule. The noticeable deviation of DMC by 

Chackerian et al. from MRCISD+Q between 1.6 and 1.9 Å can be attributed to the increasing 

uncertainty of experimental values. In contrast to HF, the state-specific DMC of CO is a smooth 

function of distance only up to 2.7 Å. Beyond this point, the X 1Σ+ and B 1Σ+ states become near-

degenerate leading to the root-flipping problem (see SI). Note that, the first excited singlet state A 1Π 

also belongs to the same dissociation channel,92 however it does not mix with the 1Σ+ states because of 

the different symmetry. The tPBE DMC agrees very well with the benchmark values up to 1.8 Å and 

overestimates the dipole magnitude at longer internuclear distances (Figure 2, right). The maximum 

absolute value is shifted toward 2.3 Å compared to 2.0 Å for MRCISD+Q and CASSCF DMCs. The 

tPBE0 improves upon tPBE at the distances greater than 2.0 Å but slightly degrades at shorter distances.  

 

Open-Shell NO and AlO Radicals 

In contrast to HF and CO, nitric oxide is a radical; it has a degenerate ground electronic state of 

2Π symmetry with an unpaired electron occupying the 1𝜋𝑥 or 1𝜋𝑦 orbital. The experimental dipole 

moment93 is small, 0.1595(15) D, with O positive. The formal bond order is 2.5, making the bond 

slightly shorter than in CO; the equilibrium bond distance is 1.1508 Å.94 In the ground state, the sign of 

the dipole moment of NO changes upon bond extension as the molecule dissociates into N(4S) and 

O(3P) atoms. The empirical DMC obtained by Bood et al.94 covers the range from 0.91 to 1.74 Å and 

overlaps well with the full-valence (11e,8o) MRCISD+Q benchmark. As for HF and CO (Figure 2), the 

tPBE dipole moment  curve for NO (Figure 3) overestimates the magnitude of the MRCISD+Q dipole 

moment in the vicinity of the inflection point, while it provides accurate values at the equilibrium and 

moderate elongations and leads to a correct asymptotic decay. A significant improvement is achieved by 

tPBE0, which reduces deviation not only at the DMC minimum but also at the large internuclear 

distances. All three methods, MRCISD+Q, tPBE and tPBE0, predict the maximum polarity to be at 1.85 

Å, while the CASSCF value is shifted toward a shorter internuclear distance of 1.7 Å.   
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Figure 3. Dipole moment curves of NO (left) and AlO (right). The vertical dashed lines mark the 

equilibrium internuclear distances. The active space is the full-valence one for NO, which is (11e,8o). 

The active space for AlO is (7e,10o). Positive values correspond to A 
− B+ polarity. Yellow squares 

indicate dipole moments measured for the indicated vibrational state ν. The orange squares are selected 

points of the NO empirical dipole moment curve95 within its validity range. The aug-cc-pVQZ basis set 

is used for all calculations in this figure. 

 

The AlO radical has a X 2Σ+ nondegenerate ground electronic state with a singly occupied 7𝜎 

orbital. In the lowest 2Π excited state, the bond is elongated to 1.7678 Å.96 While there is no empirical 

DMC for this radical, the permanent dipole moment of 4.45(3) D has recently been measured for the 2Σ+ 

(𝜈 = 1) state using microwave Stark spectroscopy.97 The computed DMCs of the lowest two electronic 

states of AlO, 2Σ+ and 2Π, are shown in Figure 3.  

At the equilibrium bond length98 of 1.6178 Å, the wave function of the ground state is dominated 

by the 5𝜎26𝜎22𝜋𝑥
22𝜋𝑦

27𝜎1 configuration with a significant contribution of the 5𝜎26𝜎12𝜋𝑥
22𝜋𝑦

27𝜎2 

configuration. To try to better describe the contributions of the Al+O– and Al2+O2– oxidation states, we 

enlarged the (9e,8o) full-valence valence active space by including an additional set of p orbitals of the 

O atom (4𝜋𝑥, 4𝜋𝑦, and 9𝜎) into as was suggested in some previous works.99,100 However, we kept the 

low-lying 5𝜎 orbital doubly occupied in all configurations to prevent its orbital rotation and increase the 

SCF stability; this yields a (7e10o) active space. The corresponding tPBE and tPBE0 curves practically 

overlap with the MRCISD+Q benchmark for the 2Π state and the three curves are also in reasonable 

agreement for the 2Σ+ state.  
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D. First-Row Transition Metal Diatomics  

Transition metal diatomics display remarkably rich and complex electronic spectra due to the 

partially occupied d subshell of the metal. The dense manifolds of electronic states in such molecules 

often lead to problematic energy convergence and difficulty in obtaining a solution of the proper 

symmetry. An example is nickel hydride, NiH, where the adiabatic gap between the ground 1Δ and 

excited 1Σ+ states calculated by (9e,10o)MRCISD+Q/def2-TZVPD is only 6.9 kcal/mol. In C2v 

symmetry, geometry optimization of NiH starting from a poor A1 initial guess may result in the 

formation of the excited state 1Σ+ (1A1) rather than the ground state 1Δ (1A1+1A2) since both states have 

A1 components. Despite the small energy separation, the predicted equilibrium dipole moments of these 

two states, 2.81 D (1Δ) and 3.56 D (1Σ+), are noticeably different. An even larger difference was found 

between the dipole moments of the well-separated X 1Δ and B 1Δ state, for which the experimental 

values are 2.44(2) and 0.36(2) D, respectively. Thus, it is crucial to obtain the correct symmetry of the 

wave function together with the correct state ordering when computing the dipole moments. 

To evaluate the performance of MC-PDFT for predicting dipole moments, we selected 18 

diatomic molecules comprised of a first-row transition metal and a main-group element for which 

experimental values are available in the literature (Table 2). The ground state dipole moments were 

mostly taken from the datasets of Steimle101 and Liu et al.,102 who give the original experimental 

references. We also added ScF,103 ScH,104 and VS105 molecules to our dataset. The old reference106 for 

TiO was replaced with the more recent experimental value of 3.34(1) D.107 The dipole moment of CrH 

was estimated to be 3.50(3) D based on the dependence of rovibrational spectrum of CrD on the applied 

electric field.108 Note that this value is also in excellent agreement with 3.51 D computed at the 

(7e,18o)MRCISD+Q/aug-cc-pVQZ-DK level.109 In the case of ScO, we used a reference110 of 3.67 D 

obtained with (7e12o)MRCISD+Q/aug-cc-pVQZ+DKH2 rather than the experimental value111 of 

4.55(8) D that also largely contradicts 3.81 D obtained with CCSD(T)/aug-cc-pVQZ+DKH.110 

Similarly, in the case of CoH (3Φ), instead of using the experimental value112 of 1.88(8) D, which is 

likely to be overestimated, we used the best theoretical estimate of 2.63 D, which was independently 

predicted by two multireference methods, (18e,14o)MRCISD+Q/5ζ113 and internally contracted 

multireference coupled-cluster theory with single and double excitations MRCCSD(10e,7o)/cc-pVTZ-

DK.114 The equilibrium bond lengths were taken from Aoto et al.115 and references therein, except for 

FeC116 and CoH117,118 with revised bond lengths of 1.589 Å and 1.514 Å, respectively. Also, we used the 
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best estimate of the bond length in FeH of 1.561 Å obtained by CCSDT in the complete basis set limit 

of the aug-cc-pwCVnZ-DK series.119 Finally, we neglected vibrational averaging120,121 when comparing 

the computed and measured dipole moments because this correction is usually small with a typical error 

of a few percent,71 which is often comparable to the uncertainty of experimental values and 

incompleteness of the basis set. 

Most of the molecules in our dataset are open-shell species with only two singlet molecules, ScF 

and ScH. The sizes of the active spaces and orbital types are summarized in Table 2. In addition to that, 

we also report the weights of the leading configurations and multireference M diagnostic parameters 

computed at the mod-CPO level with fixed experimental bond lengths. Molecules with M diagnostics 

greater than 0.05 or weights lower than 95% are considered to be strongly correlated (inherently 

multiconfigurational molecules for which a multireference treatment would be recommended); it turns 

out that 17 of the molecules fall in this category, with the only exception being ScF. In Table 2, σ and π 

denote bonding orbitals of 3dσ and 3dπ character with nonmetal npσ and npπ contributions, 

respectively. The 3d label refers to the 3dπ or 3dδ orbitals, 4s implies the back-polarized 4s/4p hybrid 

orbitals, and 2s and 3s denote a lone-pair orbital of the non-metal. The extension of the nom-CPO to 

mod-CPO increases the active space in 7 out of 18 considered molecules. The ext-CPO active space is 

significantly larger than the nom-CPO and mod-CPO and embraces all valence electrons for the studied 

molecules. We used orbitals of the 4d-subshell to correlate 3d occupied orbitals and 3s and 4s lone-pair 

orbitals to correlate the 2s and 3s orbitals of the non-metal, respectively. The character of the correlating 

4s´does not necessarily correspond to an s-type orbitals (see the natural orbitals in the SI).  

 

Table 2. Definition of nominal and moderate CPO active spaces. The nom-CPO column provides a full 

list of orbitals in nom-CPO active space, whereas the mod-CPO column shows orbitals added to nom-

CPO to form the mod-CPO active space. The prime symbols indicate correlating orbitals. The orbitals in 

bold are formally singly occupied. 

Species State Weight M 

Active space size Orbital type 
Dominant electron 

configuration nom-

CPO 

mod-

CPO 
nom-CPO mod-CPO 

CoH 3Φ 48% 0.99 (4e,6o) (8e,10o) (σ, σ*), 2(3d,3d´) 2(3d,3d´) 6𝜎27𝜎23𝜋31𝛿3 

CrH 6Σ+ 94% 0.09 (7e,12o) (7e,12o) (σ, σ*), 4(3d,3d´), (4s, 4s´) None 6𝜎27𝜎13𝜋𝑥
13𝜋𝑦

11𝛿2  

CrN 4Σ- 76% 0.16 (9e,12o) (9e,12o) (σ, σ*), 2(π, π*), (4s, 4s´), 2(3d,3d´) None 8𝜎29𝜎13𝜋𝑥
23𝜋𝑦

21𝛿2  

CrO 5Π 84% 0.14 (10e,14o) (10e,14o) (σ, σ*), 2(π, π*), (4s, 4s´), 3(3d,3d´) None 8𝜎29𝜎210𝜎12𝜋43𝜋11𝛿2  

FeC 3Δ 72% 0.20 (8e,10o) (10e,12o) (σ, σ*), 2(π, π*), (4s, 4s´), (3d,3d´) (3d,3d´) 7𝜎28𝜎23𝜋𝑥
23𝜋𝑦

29𝜎11𝛿3 

FeH 4Δ 94% 0.05 (5e,8o) (7e,10o) (σ, σ*), 3(3d,3d´) (3d,3d´) 6𝜎27𝜎23𝜋𝑥
13𝜋𝑦

11𝛿3 
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NiH 2Δ 93% 0.05 (3e,4o) (9e,10o) (σ, σ*), (3d,3d´) 3(3d,3d´) 6𝜎27𝜎23𝜋𝑥
23𝜋𝑦

21𝛿3 

ScF 1Σ+ 97% 0.02 (2e,2o) (6e,6o) (σ, σ*) 2(p, p´) 7𝜎28𝜎29𝜎23𝜋𝑥
23𝜋𝑦

2 

ScH 1Σ+ 90% 0.17 (2e,2o) (4e,4o) (σ, σ*) (3d,3d´) 6𝜎27𝜎2 

ScO 2Σ+ 93% 0.05 (7e,8o) (7e,8o) (σ, σ*), 2(π, π*), (4s, 4s´) None 7𝜎28𝜎29𝜎13𝜋𝑥
23𝜋𝑦

2 

ScS 2Σ+ 92% 0.05 (7e,8o) (7e,8o) (σ, σ*), 2(π, π*), (4s, 4s´) None 9𝜎210𝜎211𝜎14𝜋𝑥
24𝜋𝑦

2 

TiH 4Φ 49% 0.78 (5e,8o) (5e,12o) (σ, σ*), (4s, 4s´), 2(3d,3d´) 2(3d,3d´) 6𝜎28𝜎13𝜋11𝛿1 

TiN 2Σ+ 88% 0.09 (7e,8o) (7e,8o) (σ, σ*), 2(π, π*), (4s, 4s´) None 7𝜎28𝜎29𝜎13𝜋𝑥
23𝜋𝑦

2 

TiO 3Δ 92% 0.07 (8e,10o) (8e,10o) (σ, σ*), 2(π, π*), (4s, 4s´), (3d,3d´) None 7𝜎28𝜎23𝜋41𝛿19𝜎1 

TiS 3Δ 89% 0.09 (8e,10o) (8e,10o) (σ, σ*), 2(π, π*), (3d,3d´), (4s, 4s´) None 9𝜎210𝜎24𝜋41𝛿111𝜎1 

VN 3Δ 84% 0.11 (8e,10o) (8e,10o) (σ, σ*), 2(π, π*), 2(3d,3d´) None 7𝜎28𝜎29𝜎13𝜋𝑥
23𝜋𝑦

21𝛿1 

VO 4Σ- 89% 0.08 (9e,12o) (9e,12o) (σ, σ*), 2(π, π*), 2(3d,3d´), (4s, 4s´) None 7𝜎28𝜎29𝜎13𝜋𝑥
23𝜋𝑦

21𝛿2  

VS 4Σ- 84% 0.11 (9e,12o) (9e,12o) (σ, σ*), 2(π, π*), 2(3d,3d´), (4s, 4s´) None 9𝜎210𝜎211𝜎14𝜋𝑥
24𝜋𝑦

21𝛿2  

 

Unlike the previous definition of the mod-CPO for transition metals,54 here we extend it by 

adding to the nom-CPO active space not only the doubly occupied 3d and 3d´ orbitals but also the 

formally empty d-shell orbitals and their correlated counterparts for species with the high spatial 

symmetries, Φ and Γ. Note that these extra orbitals are unoccupied only in the single-reference 

framework, while they have substantial occupations in the multireference framework. This enhancement 

allows capturing the prominent multiconfigurational character of TiH (4Φ) that would be impossible to 

handle in the original formulation of mod-CPO. In the nom-CPO (5e8o) active space, the M 

multireference diagnostic is only 0.09 and the leading determinant has a weight of 92%. However, the 

expansion of the active space to mod-CPO (5e,12o) dramatically increases M to 0.78 and results in a 

significant reduction of the leading determinant weight to 49%, which are clear indications of the 

multiconfigurational character of this molecule. In the case of CoH, all doubly occupied d-shell orbitals 

are also required to obtain the correct ground state 3Φ with the M value of 0.99 at the mod-CPO level. 

The wave function is dominated by the doubly-degenerate open-shell configurations 

6𝜎27𝜎22𝜋43𝜋31𝛿3 each having a weight of 47%. The multiconfigurational character of the CoH wave 

function is also evident from the partial occupation numbers of 3𝜋 and 1𝛿 natural orbitals illustrated in 

the left panel of Figure 4, for mod-CPO (8e,10o) and ext-CPO (10e,12o) active spaces. The nom-CPO 

active space is too small to capture ~1.5 occupations and therefore the mod-CPO and ext-CPO should 

be preferred.  
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Figure 4. CoH natural orbitals and corresponding occupation numbers in the ext-CPO (10e,12o) (left) 

and nom-CPO (4e6o) (right) active spaces. The outlined region of ext-CPO space includes orbitals of 

the mod-CPO (8e10o) active space. 

 

The equilibrium dipole moments computed with nom-CPO and mod-CPO active spaces using 

the def2-TZVPD basis set are summarized in Table 3. The ground state geometries were optimized 

using analytical (CASSCF, tPBE, tOPBE, CASPT2) and numerical (MRCISD) gradients and then the 

corresponding dipole moments were calculated analytically by CASSCF, tPBE, tOPBE, and CASPT2 

and numerically by MRCISD+Q. The tPBE0 dipole moments were computed analytically using tPBE 

geometries. The deviations of equilibrium bond lengths from the experimental values are small for all 

molecules with MUEs of 0.03 Å (CASSCF and CASPT2), 0.02 Å (MRCISD+Q), and 0.01 Å (tPBE) 

(see Table S3 in SI). These small errors in the optimized geometries on average result in ~0.1 D 

difference between the equilibrium and single-point values computed at the experimental internuclear 

distances (Table 3 and Table S4).  

  

Table 3. Experimental and computed equilibrium dipole moments (in debyes) found with CASSCF, 

MC-PDFT, CASPT2, and MRCISD+Q using the def2-TZVPD basis set. The weights of the leading 

configurations and the multireference M diagnostics are found with the mod-CPO active space. All 

calculations are at the fixed experimental distances rExptl (Å).  

Species rExptl μExptl 
μ, nom-CPO  μ, mod-CPO 

CASSCF tOPBE tPBE tPBE0 CASPT2 MRCISD+Q  CASSCF tOPBE tPBE tPBE0 CASPT2 MRCISD+Q 

CoH (3Φ) 1.514 2.63a 3.32 - - - 3.01 2.29 
 

4.11 2.73 2.41 2.84 3.20 2.86 

CrH (6Σ+) 1.655 3.501(33) 4.09 3.21 2.63 3.00 3.79 3.83 
 

4.09 3.21 2.63 3.00 3.79 3.83 

CrN (4Σ-) 1.565 2.31(4) 2.08 2.77 3.18 2.90 - 2.69  2.08 2.77 3.18 2.90 - 2.69 

CrO (5Π) 1.615 3.88(13) 3.36 3.88 3.90 3.77 3.80 3.79  3.36 3.88 3.90 3.77 3.80 3.79 
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FeC (3Δ) 1.589 2.36(3) 1.68 2.52 2.78 2.51 2.29 2.16  1.63 2.64 2.83 2.53 2.27 2.15 

FeH (4Δ) 1.606 2.63(3) - - - - - -  4.25 2.73 2.43 2.88 3.07 2.60 

NiH (2Δ) 1.454 2.44(2) 2.78 4.94 4.18 3.83 4.33 2.68  3.88 2.61 2.28 2.68 3.07 2.81 

ScF (1Σ+) 1.787 1.72(2) 1.78 1.78 2.26 2.14 1.79 1.71  1.51 1.59 2.07 1.93 1.78 1.60 

ScH (1Σ+) 1.775 1.74(15) 1.10 1.73 1.96 1.74 1.53 1.32  1.17 1.73 1.87 1.70 1.30 1.25 

ScO (2Σ+) 1.666 3.67b 3.27 2.89 3.69 3.58 3.70 3.79  3.27 2.89 3.69 3.58 3.70 3.79 

ScS (2Σ+) 2.138 5.64(4) 4.58 4.35 5.23 5.07 5.23 5.23  4.58 4.35 5.23 5.07 5.23 5.23 

TiH (4Φ) 1.777 2.455(6) 1.95 2.49 3.03 2.76 2.18 2.28  2.00 2.62 3.16 2.87 2.26 2.34 

TiN (2Σ+) 1.580 3.56(5) 2.67 2.85 3.57 3.35 3.39 3.25  2.67 2.85 3.57 3.35 3.39 3.25 

TiO (3Δ) 1.620 3.34(1) 2.80 2.63 3.41 3.26 3.19 3.32  2.80 2.63 3.41 3.26 3.19 3.32 

TiS (3Δ) 2.083 5.75(10) 4.47 5.31 5.69 5.39 5.26 5.31  4.47 5.31 5.69 5.39 5.26 5.31 

VN (3Δ) 1.570 3.07(7) 2.31 2.68 3.26 3.02 2.91 2.87  2.31 2.68 3.26 3.02 2.91 2.87 

VO (4Σ-) 1.589 3.355(5) 2.58 2.96 3.50 3.27 3.07 3.22  2.58 2.96 3.50 3.27 3.07 3.22 

VS (4Σ-) 2.053 5.16(5) 5.57 5.73 4.79 4.98 5.43 5.66  5.57 5.73 4.79 4.98 5.43 5.66 

                

MSE   -0.36 -0.08 0.19 0.04 0.04 -0.07  -0.16 -0.18 0.04 -0.01 -0.01 -0.04 

MUE   0.61 0.55 0.41 0.32 0.33 0.25  0.77 0.39 0.29 0.24 0.28 0.25 

SD   0.63 1.22 0.82 0.70 0.93 0.34  0.86 0.47 0.41 0.32 0.39 0.32 

a (18e,14o)MRCISD+Q/5ζ (ref 113); b (7e12o)MRCISD+Q/aug-cc-pVQZ+DKH2 (ref 110); c (8e,9o) active space 

 

In general, tOPBE, tPBE, tPBE0, CASPT2, and MRCISD+Q methods all improve upon 

CASSCF as can be seen from the mean unsigned errors with respect to the reference values (MUE) 

(Table 3). We use experimental values as references for all molecules, except for CoH and ScO, where 

the references are the theoretical estimates of equilibrium dipole moments as discussed above. The 

MUE of 0.61 D (CASSSCF) in the nom-CPO reduces to 0.55 D (tOPBE), 0.41 D (tPBE), 0.32 D 

(tPBE0), 0.33 D (CASPT2), and 0.25 D (MRCISD+Q). Similarly, the MUE of 0.77 D (CASSSCF) in 

the mod-CPO reduces to 0.39 D (tOPBE), 0.29 D (tPBE), 0.24 D (tPBE0), 0.28 D (CASPT2), and 0.25 

D (MRCISD+Q). These results are encouraging since the computational costs (time and memory) of 

MC-PDFT and hybrid MC-PDFT are much lower than those of CASPT2 or MRCISD+Q because MC-

PDFT and hybrid MC-PDFT do not require evaluation of the third- and fourth-order reduced density 

matrices. We also report standard deviation (SD) of the signed errors from their mean to show the width 

of the signed error distribution (Table 3). 

Note that FeH was excluded from averaging in the nom-CPO case because of the instability of 

the (5e,8o) active space, which is subject to severe orbital rotations. These rotations exchange the 
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desired σ*(𝑑𝑧2/1𝑠) orbital with the competing σ*(𝑝𝑧/1𝑠) orbital and make the active space inconsistent 

during geometry optimization (Figure S3). At the internuclear distance of 1.606 Å, the tPBE(nom-CPO) 

dipole moment of 2.84 D is in good agreement with the experimental value of 2.63(3) D, whereas the 

alternative (5e,8o) active space characterized by σ*(𝑑𝑧2/1𝑠)→σ*(𝑝𝑧/1𝑠) rotation yields a dramatically 

large value of 9.82 D. This is an unphysical result originating from the unbalanced active space of the 

same dimension as nom-CPO but with qualitatively different orbitals. In the nom-CPO, the occupation 

numbers of σ(𝑑𝑧2/1𝑠) and σ*(𝑑𝑧2/1𝑠) orbitals are 1.88 and 0.12, respectively. In contrast, in the 

unbalanced (5e,8o) active space the respective occupations of σ(𝑑𝑧2/1𝑠) and σ*(𝑝𝑧/1𝑠) are 1.45 and 

0.56. Unlike the nom-CPO case, the mod-CPO active space shows much greater stability during 

geometry optimization and results in a 2.43 D equilibrium dipole moment, which is only 0.2 D smaller 

than the reference value. A large 4.18 D deviation in tPBE(nom-CPO) from the experimental 

benchmark of 2.44(2) is also observed in NiH. However, this discrepancy is greatly eliminated at the 

mod-CPO level, which predicts a value of 2.28 D. The overall improvement of the dipole moments 

upon expansion of the active space from nom-CPO to mod-CPO together with increasing stability of the 

active space suggests that the mod-CPO should be preferred over the nom-CPO scheme, as one would 

expect.  

The ext-CPO scheme appears to be less balanced than mod-CPO at least in the case of the metal 

sulfides due to the rotation of the 3d orbitals localized on the sulfur atom into the active space  (when 

we say that an orbital rotated into the active space, we mean that the variational optimization resulted in 

that orbital becoming part of the active space, with some other orbital being replaced, such that the 

replaced orbital becomes a doubly occupied orbital or a virtual orbital). For example, the mod-CPO 

active space in vanadium sulfide, VS, consists of the nine valence electrons distributed in twelve 

molecular orbitals. The ground state has 4Σ– symmetry and two out of three singly occupied orbitals 

3𝑑𝑥𝑦 and 3𝑑𝑥2−𝑦2, are correlated to the 4𝑑𝑥𝑦 and 4𝑑𝑥2−𝑦2 orbitals, as illustrated in Figure 5, left. This 

balanced active space leads to the equilibrium dipole moments of 4.74 D (tPBE), 5.32 D (CASPT2), and 

5.66 D (MRCISD+Q) compared to the experimental benchmark of 5.16(5) D. In contrast, rotation of 

3𝑑𝑥𝑦(S) and 3𝑑𝑥2−𝑦2(S) orbitals mainly localized on the S atom into the active space results in the 

lower-energy sulfur-polarized active space with the erratic tPBE value of 0.11 D (Figure 5, center). This 

dramatically wrong tPBE value can be attributed to the fact that the active space becomes unbalanced as 

there is no correlation between singly occupied orbitals and 3𝑑𝑥𝑦(S) and 3𝑑𝑥2−𝑦2(S) orbitals. It is 

interesting that the 0.02 occupation numbers of each of these two orbitals are even larger than 
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occupation numbers of 4𝑑𝑥𝑦 and 4𝑑𝑥2−𝑦2 orbitals in the balanced mod-CPO. This population arises 

from the correlation of bonding σ and π orbitals to the  3𝑑𝑥𝑦(S) and 3𝑑𝑥2−𝑦2(S) in the unbalanced 

(9e12o) active space. The expansion of the active space by including the lone-pair occupied 3s(S) and 

unoccupied 4s(S) orbitals into the initial guess leads to the variationally-optimized unbalanced (11e14o) 

active space with the sulfur-polarized 3𝑑𝑥𝑦(S) and 3𝑑𝑥2−𝑦2(S) orbitals instead of vanadium-centered 

3𝑑𝑥𝑦(V) and 3𝑑𝑥2−𝑦2(V) orbitals (Figure 5, right). The corresponding dipole moments, 1.97 D (tPBE) 

and 3.64 D (CASPT2), strongly disagree with the experimental value of 5.16(5) D. 

 

 

Figure 5. VS natural orbitals and occupation numbers for the mod-CPO (9e,12o) (= nom-CPO), 

unbalanced (9e,12o), and unbalanced (11e,14o) active spaces. The doubly occupied 3s(S) orbitals are 

shown for completeness only and not included in the (9e,12o) active spaces.  
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In a similar way, the rotation of 3d(S) orbital in the active space prevents formation of the 

desired mod-CPO active space in TiS. The unbalanced sulfur-polarized active space largely 

underestimates the experimental reference of 5.75(10) D with the tPBE value of only 4.88 D. However, 

considering the low occupation of the 3d´(Ti) orbital in the mod-CPO active space (That is expected due 

to the correlation of 3d´(Ti) to the singly occupied 3d(Ti) orbital), we attempted to eliminate this orbital 

from the active space, reducing its size to (8e,9o) from the original (8e,10o) in mod-CPO. This allowed 

us to avoid undesired rotations and obtain a closer agreement between the tPBE(8e,9o) prediction (5.69 

D) and the measured value (5.75(10) D). However, the difficulty or even inability to generate the ext-

CPO active space for sulfides made this scheme less efficient for testing purposes than mod-CPO. 

The signed errors in equilibrium dipole moments obtained with the mod-CPO scheme are shown 

in Figure 6 where positive errors mean that the molecule is more polar than the reference and negative 

errors that it is less polar. It is not surprising that the largest deviations up to 1.6 D are found with the 

CASSCF method, which is missing a significant part of the dynamic correlation. The error is largely 

reduced by tPBE in most cases, with the exceptions being CrH, CrN, TiH, and VS. While the first three 

molecules are indeed problematic for tPBE with the errors being as large as 0.9 D, the tPBE error in VS 

is still comparable to the other methods. Note that according to eq (15), the MC-PDFT dipole is a sum 

of the parent CASSCF dipole moment and a correction that depends on the electron density and the on-

top pair density. In general, the tPBE correction to the CASSCF tends to reverse the sign of the error 

increasing the polarity when it is underestimated by CASSCF and decreasing the polarity when it is 

overestimated by CASSCF. This accounts for the success of tPBE0 because it scales down the 

correction term by a factor of λ, making predictions closer to the reference values. The opposite trends 

in CASSCF and MC-PDFT errors are responsible for the improvement of tPBE0 results for all 

molecules except ScS, where the CASSCF and tPBE errors have the same sign and where the tPBE0 is 

expected to have a larger error with respect to tPBE. However, for ScS all methods predict a lower value 

than the reference; therefore, tPBE0 results are expected to be close to MRCISD+Q and CASPT2. 
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Figure 6. Deviations between the dipole moments computed with mod-CPO active spaces from the 

reference values. The internuclear distances are fixed to experimental ones (top) and optimized 

(bottom). The references are experimental dipole moments, except for CoH and ScO represented by the 

best theoretical estimates. The error bars indicate uncertainties in experimental values. In the case of 

TiS, the mod-CPO is reduced to (8e,9o) active space.  
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E. Detailed Look at CrH  

The problematic species, CrH (M = 0.09), CrN (M = 0.16), and TiH (M = 0.78) differ in their 

bonding type and symmetry and in the multiconfigurational character of the ground-state wave function. 

The simplest problematic molecule is chromium hydride, which has a single bond and is in the highest 

spin state, S = 5/2. The reference dipole moment of CrH, 3.50(3) D, is in good agreement with a value 

previously calculated from an MRCISD density and is likely to be correct.109 The ground and excited 

states of CrH are well-separated near equilibrium, but at the Cr(6S) + H(2S) dissociation limit, the 

ground 6Σ+ state becomes degenerate with the excited 8Σ+ state.122 The possible reasons behind the large 

error in CrH dipole moment include but are not limited to: (i) quality of the active space (ii) quality of 

the basis set (iii) translation scheme used to obtain the on-top functional (iv) lack of nonlocal exchange 

in the tPBE on-top functional; and (v) type of the parent density functional. Next we explore each of 

these possibilities.   

The mod-CPO active space already embraces all the valence electrons, and it is equivalent to the 

nom-CPO and ext-CPO schemes for this molecule; however, the active space can be expanded by 

adding unoccupied 5s and 4p subshells, as was suggested in the previous CASPT2123 and MRCISD122 

studies of CrH. The active space dependence of the tPBE dipole moment curves is shown in the left 

panels of Figure 7. In general, the tPBE results are more sensitive to the choice of the active space than 

are the CASSCF ones. In Figure 7, (7e,12o) refers to the mod-CPO active space, and (7e,13o) is built 

upon (7e,12o) by adding a single a1 orbital. The addition of an extra a1 orbital has only a small effect on 

the DMC at most geometries (although the DMC is slightly smoother near the equilibrium geometry), 

but it does lead to a pronounced (apparently unphysical) spike between 2.6 and 3.0 Å. This spike arises 

from the orbital-space rotations of weakly correlated a1 orbitals during the self-consistency iterations 

that make the active space inconsistent in this region as illustrated in Figure S7. The expansion of the 

active space to (7e,16o) by adding two a1, one b1, and one b2 orbitals (5s(Cr)- and 4p(Cr)-shells) to the 

(7e,12o) space does not resolve the problem completely because there is a small irregularity in the 

tPBE(7e,16o) curve around 3.0 Å owing to different CASSCF solutions (Figure S7, right). However, the 

(7e,17o) active space obtained by adding three a1, one b1, and one b2 orbital (5s(Cr), 4p(Cr), and 2s(H) 

subshells) to the (7e,12o) active space prevents the orbital rotation and makes the tPBE dipole moment 

curve a smooth function of the internuclear distance out to 3.6 Å. At larger distances, the rotation of the 

4f orbitals corrupts the consistency of the active space as the occupations of weakly correlated orbitals 

become small. The right-side panels of Figure 7 show that the potential energy curve improves upon the 
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active space expansion from (7e,12o) to (7e,17o) for all considered on-top functionals. Taking 3.6 Å as 

the dissociation limit, the equilibrium dissociation energy obtained with tPBE(7e,17o)/def2-TZVPD 

would 47.6 kcal/mol, in good agreement with the experimental value124 of 46.8(2) kcal/mol; however, 

the last panel of Figure 7 shows that the actual dissociation energy of CrH would be slightly larger than 

the value calculated at 3.6 Å. Despite the improvement of the MC-PDFT equilibrium dissociation 

energy, there is little improvement in the equilibrium dipole moment of CrH with the expansion of the 

active space.  
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Figure 7. The active space dependence of the dipole moments (left) and potential energy curves (right) 

of the X 6Σ+ state in CrH. All dipole moments are computed analytically except for numerical ftPBE 

results. All methods share the same parent CASSCF wave function for a given geometry. A yellow 

square indicates the experimental dipole moment (left) and a dotted line shows the dissociation energy 

(right).  

 

Next, we consider the effect of increasing the basis set on the CrH results. The increase of the 

basis set from def2-TZVPD to def2-TZVPPD by adding d functions to H and g functions to Cr has a 

minor effect on the tPBE(7e,12o) dipole moment, which changes from 2.65 to 2.63 D at the fixed 

experimental equilibrium distance of 1.655 Å. An even larger basis set, def2-QZVPPD, also does not 

significantly affect the dipole moment; it yields 2.61 D. This is consistent with a previous density 

functional study60 where the def2-TZVPD and def2-TZVPPD basis sets were shown to have small 

errors when comparing DFT dipole moments with benchmark CCSD(T) values. Thus, the basis set is 

not responsible for the observed inaccuracy of the CrH dipole moment. 

The translation scheme used in tPBE has the on-top energy depending on the electron density, its 

gradient, and the on-top pair density. Another translation scheme, known as full translation (ft), adds a 

dependence on the gradient of the on-top pair density. This dependence complicates the analytical 

expression of the dipole moment; therefore, we evaluated the ftPBE dipole moments numerically. The 

ftPBE(7e,12o) results shown in Figure 7 show that the equilibrium dipole moment is slightly worse with 

ftPBE than with tPBE.  

The finding that all the problematic molecules have a high spin with multiple unpaired electron 

suggests that perhaps the exchange part of the functional underlying the translation might be responsible 

for the observed deviations. The hybrid tPBE0 is only partly successful in reducing the error in the CrH 

dipole moment. Indeed, tPBE0 dipole moment, being a weighted sum of CASSCF and tPBE dipoles, 

reduces the error at the equilibrium geometry because CASSCF overestimates and tPBE underestimates 

the reference value, but it conserves the irregularity in the (7e,13o) DMC. In addition, tPBE0 does not 

give good agreement with the experimental dipole moment for any of the active spaces for this 

molecule. 

Finally, we explore the type of the parent density functional. The translated BLYP functional 

that has Becke exchange and LYP correlation yields virtually the same results as the translated PBE, 

which has PBE exchange and PBE correlation (Figure 7). On the other hand,  replacement of the PBE 

exchange part with the OPTX exchange functional125 largely reduces the error in the CrH equilibrium 

dipole from -0.85 to -0.29 D in the corresponding tOPBE on-top functional. However, the overall 
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performance of tOPBE (MUE = 0.39 D) on the whole set of diatomic molecules is worse than tPBE 

(MUE = 0.29 D) and tPBE0 (MUE = 0.24 D) due to unsatisfactory results for the medium-spin 

molecules. In the pathological case of ScS, the tOPBE error is as large as 1.3 D. Therefore, we do not 

recommend the tOPBE functional as the best functional overall. Instead, among the functionals studied 

here, the tPBE0 is expected to be the most reliable functional for dipole moment evaluations. We 

speculate that a machine-learned functional,126 if parametrized using dipole moments, would be able to 

improve the dipole moments over tPBE0. 

 

 

V. CONCLUDING REMARKS 

In this work, we presented the MC-PDFT and HMC-PDFT analytical expressions for the electric 

dipole moment. We showed that the MC-PDFT and HMC-PDFT dipole moments can be written as the 

sum of CASSCF dipole moment and a correction depending on the on-top density functional that 

depends on the density and the on-top pair density. The MC-PDFT and HMC-PDFT analytical dipole 

moments are implemented in the mrh add-on of the PySCF package, and we used this implementation to 

investigate their performance for predicting equilibrium dipole moments of the multireference systems 

and the dipole moments of single-reference systems in nonequilibrium regions where the wave 

functions acquire significant multiconfigurational character and cannot be well described by a single 

Slater determinant. We examined three on-top functionals (tPBE, ftPBE, tOPBE) for MC-PDFT and one 

(tPBE0) for HMC-PDFT. 

We showed that MC-PDFT dipole moment curves have correct asymptotic behaviors for 

homolytically dissociating species and significantly improve upon the CASSCF results by capturing 

more electron correlation. The dipole moment curves of HF, CO, NO, and AlO species are well 

reproduced by tPBE in the vicinity of the equilibrium and close to the dissociation limit, but the 

magnitude of the dipole moment is overestimated at the inflection points of the dipole moment 

functions. We showed that HMC-PDFT with tPBE0 on-top functional is more accurate than MC-

PDFT/tPBE for both equilibrium and nonequilibrium dipole moments. Usually, MC-PDFT (tPBE) 

overcorrects the CASSCF dipole moments, and the success of tPBE0, which represents the total energy 

as the weighted average of CASSCF and MC-PDFT energies, can be ascribed to the reduced on-top 

density correction to the CASSCF dipole moments that reverses the sign of the error and reduces its 
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magnitude. The improvement achieved by tPBE0 comes with no additional computational cost 

compared to tPBE.  

We also showed that the moderate CPO scheme for selecting orbitals in the active space is more 

accurate and robust than the nominal CPO scheme. Moreover, the moderate CPO is much easier to 

converge than extended CPO in the case of sulfides, where the presence of the lone-pair orbital of sulfur 

hinders the formation of the true extended CPO active space. We found that the mean unsigned 

deviations of the equilibrium dipole moments from the reference values of 18 first-row transition metal 

diatomics predicted by MC-PDFT with mod-CPO are 0.29 D for tPBE and 0.24 D for tPBE0. These 

MUEs are comparable to the errors obtained with the CASPT2 (0.28 D) and MRCISD+Q (0.25 D) 

methods. Overall, these results are encouraging because MC-PDFT is much more affordable than the 

CASPT2 and MRCISD+Q methods.  
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