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Executive Summary

Using molecular dynamics, we predict information at the atomistic scale used to develop a mech-
anistic UO2 creep model for use in higher length-scale fuel performance codes. The ultimate
objective of the model is to better describe the grain size dependence and therefore impact of
doping on creep rates in UO2. In a previous NEAMS milestone, we found that Nabarro-Herring
(bulk diffusional) creep was too low to capture the experimentally observed creep rates in stan-
dard UO2. Moreover, in that milestone, other mechanisms were explored, such as Coble (grain
boundary) creep and dislocation climb, with each mechanism exhibiting different grain size de-
pendencies. Again, these were orders of magnitude too low to describe the experimental creep
rates.

In this work, we address the previous assumptions made for the Coble creep mechanism by
investigating the diffusivity of various defects at grain boundaries in UO2 and, critically, to deter-
mine if enhanced grain boundary diffusivity allows the model to better reproduce experimental
results. The diffusivity as a function of temperature for different concentrations of uranium
vacancies and interstitials for bulk UO2 have also been examined using cluster dynamics. Fur-
thermore, using a concentration dependent segregation model, the concentration of defects at the
grain boundary were predicted. This atomistic data was then input into the various creep mecha-
nisms and the creep rates compared to the empirical MATPRO correlation (used in BISON) and
experiment.

The application of these atomic scale data within a polycrystal constitutive plasticity model
was also demonstrated. From this it was shown the importance of the GB diffusional creep
mechanism to overall creep rates. This is a significant step in the use of lower length scale
atomistic data capturing the mechanistic behaviour used in the development of a polycrystal
plasticity model that can describe UO2 deformation for in-reactor conditions. Once validated
for standard UO2, the model will be used to inform a diffusion mediated creep model applied to
doped UO2.
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Glossary

BISON Finite element-based nuclear fuel performance code
GB Grain Boundary
LWR Light water reactor
MD Molecular dynamics
MSD Mean squared displacement
Emig Migration energy
Dx Diffusion coefficient of a defect, x
DVU Diffusion coefficient of uranium vacancy
DUi Diffusion coefficient of uranium interstitial
DGB

VU
Diffusion coefficient of uranium vacancy at a grain boundary

DGB
Ui

Diffusion coefficient of uranium interstitial at a grain boundary
D0 Diffusion pre-exponential
D0Self Self-diffusion pre-exponential
DSelf Self-diffusion coefficient (Dxmultiplied by concentration of x)
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1 Introduction

Uranium dioxide (UO2) is the most common fuel type used in commercial light water reactors
(LWRs) due to its suitable material properties and the benefit of years of operational experience.
Additionally, UO2 material properties make it suitable for LWR operation, such as a high melt-
ing point, radiation tolerance, chemical stability and accomodation of non-stoichiometry and
fission products. Advanced fuels are currently being developed for use in LWRs to potentially
provide better fuel performance and economics of operation. One of these advanced fuel candi-
dates is doped UO2, which has been doped to produce a larger grain size than conventional UO2.
To enhance grain growth of UO2 during sintering, fuel vendors have begun to add small amounts
( ∼ 0.1 wt%) of Cr2O3 or Cr2O3 and Al2O3 resulting in grain sizes of ∼ 40-70 µm [1, 2]. It is
advantageous to limit the dopant concentration to the solubility limit, to maintain the benefit of
large grains without sacrificing the important properties of UO2. The larger grain sizes provide
improved operational fuel behavior for fission gas retention and pellet-cladding interactions due
to improved mechanical properties [3]; one such property is creep.

Diffusional creep due to bulk (Nabarro-Herring) and grain boundary (GB) (Coble) are both re-
duced by an increase in grain size. Currently in BISON [4], the diffusional creep term, given by
the empirical correlation MATPRO, only includes a Nabarro Herring grain size dependence [4].
However, due to the large migration barrier for uranium vacancies, low concentrations in the
bulk and large segregation energies to the GB [5], it is highly likely that Coble creep must be
accounted for. Therefore, by including Coble creep in a model that can be used in BISON, we
can better describe creep behaviour in large grain doped UO2.

Work has begun on addressing the parameters using atomistic data to inform Coble creep. For
example, in a previous milestone [6], segregation energies and elastic dipole tensors components
have been investigated for a uranium vacancy at various positions within different GBs. This is
important because these describe the response of a defect energy to a stress, which governs the
thermodynamic driving force for net diffusion of uranium vacancies along GBs due to an applied
stress - a key component of Coble creep.

In this work, we use atomistic-scale data to develop an analytical creep rate model for UO2, as
a function of temperature and fission rate. From a previous report [7], Coble creep was suspected
to be the dominant mechanism, therefore in this study, the focus of the atomistic simulations is to
calculate contributions at the GB; such as uranium vacancy diffusivity and defect concentration.
Due ot the grain size dependence of the creep model, by developing the model using various
creep mechanisms, informed by processes at the atomic scale, the dominant creep mechanism
can be identified and used in future work for predicting the creep rates in doped UO2.
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2 Theory and Methods

This section outlines the creep mechanisms that will be investigated in this work. Moreover,
the simulation methods used, such as; structure creation, simulation parameters and diffusivity
calculations, are also described.

2.1 Creep

In material science, creep is a type of plastic deformation that causes the permanent deformation
of a solid material under stress. There are different mechanisms of creep and their influence
depends on the material type, for example metals or ceramics. UO2 is the material investigated
in this report, where the possible creep mechanisms are diffusional creep and climb. Diffusional
creep has two different contributions: i) bulk diffusion (Nabarro-Herring [8,9]) and ii) GB diffu-
sion (Coble [10]). Both of these processes are driven by the net diffusion of uranium vacancies
(although uranium interstitials may play an important role under irradiation conditions) arising
from the chemical potential gradient induced by an applied stress. A schematic illustrating these
two diffusional creep mechanisms is shown in figure 2.1.

Figure 2.1: Schematic illustrating self-diffusional creep mechanisms occurring in a grain of UO2.
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2.1.1 Nabarro-Herring Creep

Nabarro-Herring (bulk diffusional) creep occurs via the bulk diffusion of point defects within
a grain in response to an applied stress. Defect concentration gradients arise across the grain
due to the influence of stress on a defect’s chemical potential. For example, the energy of
vacancies is typically lower in a compressive strain field and, therefore, will diffuse from tensile
to compressive regions. Consequently, uranium atoms will self-diffuse in the opposite direction,
resulting in the transport of mass to tensile regions. This process results in plastic deformation
(creep) that acts to relive an applied stress. The Nabarro-Herring creep rate, due to a given defect
x can be approximated by the following equation:

σNH, x =
42|Ωx|Dx[x]

kBT G2 σv (2.1)

where σv is the von-Mises stress, G is the grain size, [x] is the defect concentration, Ωx is the de-
fect volume, Dx is the diffusivity of defect x, kB is the Boltzmann constant and T is temperature.

2.1.2 Coble Creep

Coble creep is similar to Nabarro-Herring creep, however, rather than occurring within the grain
interior, it transpires at the GB. As with the Nabarro-Herring process, vacancies will diffuse (this
time along the GB), from tensile to compressive regions leading to transport of mass and creep.
The Coble creep rate due to a given defect, x, is given by:

σCoble, x =
42|Ωx,GB|DGB

x [xGB]πδ

kBT G3 σv (2.2)

where [xGB] is the defect concentration at the GB, Ωx,GB is the defect volume at the GB, DGB
x is

the is the diffusivity of defect at the GB xGB and δ is the GB thickness.

2.1.3 Climb-limited Dislocation Creep

The movement of dislocations at low stresses, which results in creep, is limited by the arrival or
emission of defects that enable them to climb over an obstacle. This process occurs in the bulk
similar to Nabarro-Herring creep. Climb-limited creep is described by:

σClimb, x = A1
Dx[x]µb

kBT

(
σv

µ

)3

(2.3)

where A1 is a dimensionless constant (taken in this work to be exactly 1), µ (75 GPa) is the shear
modulus, and b is the Burgers vector (approximated by the lattice constant). [x] and Dx are the
concentration and diffusivity, respectively, of defect x in the bulk lattice.
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2.2 Bulk Defect Concentration Calculations

A cluster dynamics model formulated in terms of the free energy of the system (free energy
cluster dynamics or FECD) was developed by Matthews et al. [11] and is implemented in the
Centipede code. Simulations using this cluster dynamics code have been applied here to calcu-
late the diffusivity, Dx, and the concentration, [x], for a range of uranium defects (table 2.1) in
bulk UO2 under thermal equilibrium and irradiation conditions. The concentrations of defects in
the UO2 system under irradiation are calculated by solving a set of rate equations that describe
process such as; clustering of point defects, creation and recombination of Frenkel pairs and
interactions with sinks. A more detailed description of Centipede can be found in [11].

The defects that the Centipede code predicts the concentrations ([x]) and diffusivities (Dx)
for are shown in table 2.1. Only uranium vacancy defects with a negative defect volume and,
conversely, uranium interstitial defects with a positive defect volume are included, as these are
the ones that cause creep. The partial pressure as a function of temperature was taken as the “best
case” from Matthews et al. [11], at a value of HPO2 =5.9 eV and T0=2373 K. The “best case”
conditions produced self-diffusivity data that matches the Sabioni et. al uranium self-diffusion
experimental data [12]. The predicted concentrations were then probed as a function of fission
rate in the range 1016-1021 fissions/m3s.

Table 2.1: Uranium defect types and their corresponding absolute values of the atomic volumes.
Defectx |Ωx| (m3)
Ui 5.99009×10−29

Ui : 2Oi 2.54003×10−29

vU 8.6013×10−30

vU : vO 2.5991×10−30

vU : 2vO 9.3579×10−30

2vU : 2vO 4.8166×10−29

2.3 GB Defect Concentration Calculations

To have an equation describing the concentration of defects at the GB, the segregation energy of
defects to the GB needs to be known;

ESeg = E fGB−E fBulk (2.4)

where ESeg refers to the segregation energy, E fBulk is the formation energy of the defect in the
bulk and E fGB is the formation energy of the defect at the GB.

Then the concentration of defects at the GB can be described by:

[xGB] = exp
[
−(E fBulk +ESeg)

kBT

]
(2.5)
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alternatively, if the bulk concentration is know, it can be expressed as:

[xGB] = exp
[
−ESeg

kBT

]
[x] (2.6)

where [xGB] is the concentration of defects at the GB and [x] is the concentration of defects in
the bulk.

2.4 MD Procedure

In this report, molecular dynamics (MD) simulations are carried out using the large-scale atomic/molecular
massively parallel simulator (LAMMPS) [13], where the interatomic forces between all the ura-
nium and oxygen atoms were described using the Cooper, Rushton and Grimes (CRG) poten-
tial [14]. This combines a pair potential with a many body contribution using the embedded
atom method of Daw and Baskes [15].

2.4.1 GB Structure Creation

A GB is a surface defect that separates two crystalline grains with different orientations. For
this work, symmetrical tilt grain boundaries were generated with a rotation angle θ equal to
half the misorientation angle. Two tilt grain boundaries were considered for this study and are
outlined in table 2.2. Due to the periodic boundary conditions, each simulation box contains
two grain boundaries in the (y, z) plane, separated by a distance equal to half the box size along
the x-direction. A Σ9 tilt GB structure is shown in figures 2.2a (coloured by atom species)
and 2.2b (coloured by coordination number - allowing the GB thickness to be clearly visual-
ized). To study the effect of uranium vacancy diffusion at a GB, structure creation following
a similar procedure as outlined in a previous NEAMS milestone [6] was undertaken. First, the
lowest energy structure for each GB without any defects was found by sampling the γ-surface
and energy minimizing the system (described later in section 2.4.2). Then, a concentration of
uranium vacancies (or interstitials) were randomly added to the GB within 1 nm thick slabs and
the structure energy minimized.

Table 2.2: Supercell dimensions for GB structures. GB1 outlines the structures used for the diffusivity
calculations in section 3.1.1. Whereas, GB2 is the GB structure used for the longer diffusivity
calculations in section 3.1.2 - where the bulk (x-direction) has been reduced. Each value refers
to the x, y and z direction (i.e. Lx×Ly×Lz) with the units in Å.

Grain boundary GB1 GB2

Σ9-(221) 186.3×131.0×38.5 140.0×131.0×38.5
Σ5-(210) 172.9×138.0×109.1 -
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(a) (b)

Figure 2.2: (a) A Σ9 tilt grain boundary structure, where the red speheres represent the oxygen atoms and
the blue spheres represent the uranium atoms. (b) A Σ9 tilt grain boundary structure where
the spheres represent atoms coloured by coordination number.

2.4.2 GB Minimization

To determine the lowest energy structure of a GB structure without defects, all atoms for one
grain were shifted in the y-z plane with 0.5 Å increments in the y and z directions. For each
increment, the system was energy minimized at zero pressure allowing the GB gamma surface
to be sampled. Following this, the lowest energy structure was chosen and defects (uranium
vacancies or uranium interstitials) were randomly added to the GB at a specific concentration.
In the case of uranium vacancies, to observe the effects of different charge compensation mech-
anisms, structures containing VO (Kröger-Vink notation [16]) by removing oxygen atoms, UU
(electron holes) by converting some U4+ cations to U5+ describing the oxidation of U4+, and
applying a background charge were all created.

2.4.3 Diffusivity Calculations

The temperature dependence of the self-diffusion coefficient frequently can be described by an
Arrhenius relationship for a single diffusion mechanism, when Ha and D0,sel f are constant.

Dsel f = D0,sel f exp
(
−Ha

kBT

)
(2.7)

D0,sel f is the pre-exponential and Ha is the activation enthalpy. For self-diffusivity, the activation
enthalpy is the sum of the formation and the migration enthalpies. The formation energy is the
energetic cost to create a defect in a lattice (that facilitates the diffusion process) and the migra-
tion energy is the energy barrier between an initial state and a final state of the diffusion process
(for a system with a complex potential energy landscape, there may be a number of different
paths that need to be considered).

The mean squared displacement of atoms during MD simulations is used to calculate the dif-
fusivity values of uranium atoms (which, given the vacancy concentration, can be used to obtain
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uranium vacancy diffusivity). Generally, the mean-square displacement becomes a linear func-
tion of time as time increases so that the diffusion constant is simply related to the slope of this
linear regime. It is important to run the simulation long enough that the linear regime is reached,
a point that will be discussed later.

The uranium defect diffusivity, DGB
x is determined at the GB using the following equation:

DGB
x =

Nsupercell

NGB

(
〈RUyz〉

4t

)(
1

[xGB]

)
(2.8)

where Nsupercell is the total number of atoms in the system, NGB is the number of atoms in the
GB, 〈RUyz〉 is the mean squared displacement for uranium atoms in the yz plane, t is time and
[xGB] is concentration of defects, x, at the GB (percentage of uranium defects with respect to
uranium sites in the GB).

Following GB energy minimization and addition of defects, an MD run with an isobaric-
isothermal (NPT) ensemble was carried out for 80 ps. The first 40 ps was used to bring the
system up to the desired temperature and then the system was allowed to equilibrate at the target
temperature for 40 ps. An average of the lattice parameter was taken over the last 6 ps and the
systems lattice parameter was changed to the obtained average. The simulation was then run for
a canonical (NVT) ensemble for 20 ps at the desired temperature and a microcanonical ensemble
(NVE) for 10 ns for results shown in section 3.1.1 and 70 ns for results shown in section 3.1.2.
From this, the mean squared displacement for uranium was calculated and the uranium vacancy
diffusivity was determined using equation 2.8.
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3 Results and Discussion

An atomistic informed creep model for UO2 was developed in a previous milestone [7]. It was
found that Nabarro-Herring and climb creep rates were far too low to describe UO2 creep rates
predicted by the empirical MATPRO correlations [4], which are applied in BISON. Although
Coble creep rates were also orders of magnitude too low to capture expected creep rates in UO2,
there were a number of uncertainties in modeling the Coble creep rate, that when resolved, may
improve the comparison with experiment. In particular, the elastic dipole tensor of GB defects,
as well as the enhanced concentration and mobility of GB defects could all result in higher creep
rates.

In this section we aim to improve upon the previous creep model by using atomistic simula-
tions to calculate DGB

VU
(and DGB

Ui
), predicting the defect concentrations at the GB (under thermal

equilibrium and irradiation conditions) and applying the new atomistic data to different creep
mechanisms comparing the results to both MATPRO correlations and experiment.

3.1 Diffusivity

The prediction of DGB
VU

and DGB
Ui

are outlined below. This section is broken up into two parts
(‘Simulating DGB

VU
at Two Tilt GBs’ and ‘Improved Long-Range Diffusivity’). Bulk diffusivity

values were calculated for each contributing defect type using the cluster dynamics code Cen-
tipede [11], as described in section 2.2.

3.1.1 Simulating DGB
VU

at two Tilt GBs

The uranium vacancy diffusion coefficient was calculated at two grain boundaries (Σ5 tilt and Σ9
tilt), using three different charge compensation mechanisms (VO , UU and applying a net back-
ground charge) by the method outlined in section 2.4.3. Furthermore, different concentrations
and temperatures were examined to see if they impact the predicted uranium vacancy diffusivity,
making sure to capture the correct uranium vacancy diffusion values at the point defect limit.
A concentration of 0.25% uranium defects was decided to be used to ensure there were no in-
teractions between the defects. Using MD, there needs to be enough defects in the system, at
a temperature where defects can hop frequently, so that sufficient statistics can be obtained to
calculate a DGB

VU
value during timescales associated with MD (on the order of ns).

By plotting DVU on a log scale as a function of 1/T, as presented in figure 3.1, the diffusion at
the GB can be compared to that in the bulk (predicted from DFT [11]). Figure 3.1 shows that,
for each GB case, DVU is orders of magnitude greater than that in the bulk. This result indicates
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that Coble creep rates will be shifted to higher values compared to the Nabarro-Herring creep
rates and may help with the previous issue, where atomistic informed creep rates were orders of
magnitude lower than the MATPRO correlations - a point that will be discussed in greater detail
later in this report.
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Figure 3.1: Arrhenius plot of uranium vacancy diffusion coefficient as a function of inverse temperature.
The red line represents the diffusion coefficient in the bulk (calculated from DFT [11]), while
the other coloured points are diffusion coefficients for grain boundaries with different charge
compensation mechanisms.

DGB
VU

shown in figure 3.1 are presented in figure 3.2, separated by GB type. From this, it is
observed that different GBs will have different DGB

VU
values (still orders of magnitude greater than

the bulk), however, the choice of charge mechanism used does not greatly impact the diffusivity.
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Figure 3.2: Arrhenius plot of uranium vacancy diffusion coefficient as a unction of inverse temperature
for two GB structures from figure 3.1. The blue points are values for an oxygen charge
compensation mechanism, the green points are values for a U5+ compensation mechanism
and the red points represent a net background charge.

3.1.2 Improved Long-Range Diffusivity

Analyzing the uranium vacancy trajectories using Ovito [17], it was found that the simulations
did not capture the long range diffusion of uranium vacancies. A gradient for the MSD runs was
observed at ∼10 ns (see figure 3.3) because some of the uranium atoms at the GB found low
energy paths (due to the nature of the GB structure). However, this happens at localized pockets
and does not describe the true long range diffusion of uranium.
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Figure 3.3: Mean squared displacement of uranium atoms in a Σ9 tilt GB containing uranium vacancies
at different temperatures for a 10 ns simulation run.

To improve the statistics and capture long range diffusion of the uranium vacancies we chose
one GB (Σ9), ran the simulations for a longer time (∼70 ns), decreased the structure size (by
removing some of the bulk) and took advantage of the two GBs in our system (the GB at the sys-
tem center and at the periodic boundary) by introducing uranium vacancies in both to improve
statistics. As the type of charge compensation mechanism did not greatly affect DGB

VU
, shown in

section 3.1.1, the charge compensation mechanism applied was a net background charge and the
concentration of uranium defects was 0.25% of uranium sites at the GB.

Figure 3.4a shows the MSD for uranium atoms at the Σ9 tilt GB structure (the uranium atoms
do not move in the bulk because there are no vacancies there) across the temperature range 1600-
1900 K. It can be seen that for lower temperatures (<1800 K) a timescale of∼70 ns was needed
to achieve enough statistics to observe proper linear behaviour, and therefore, capture long range
diffusion at the GB. The MSD was then used in equation 2.8 to calculate DGB

VU
, shown as a func-

tion of temperature in figure 3.4b. This results in a better description of Arrhenius behaviour
with less scatter of the data-points allowing for a more accurate migration energy and D0 to be
calculated, presented in table 3.1. This has an important impact on the creep rates and will be
discussed in section 3.3.1.

The same procedure outlined above for uranium vacancies was also conducted for uranium
interstitials. The MSD of the uranium atoms are shown in figure 3.5a, with the corresponding
uranium interstitial diffusion coefficient presented in figure 3.5b. Although the data-points are
more scattered for the uranium interstitials compared to the vacancy case, a sufficient diffusion
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fit can be calculated (table 3.1) - this should be improved in future simulations.
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Figure 3.4: (a) Mean squared displacement of uranium atoms in a Σ9 tilt GB containing uranium va-
cancies at different temperatures. (b) Uranium vacancy diffusion coefficient as a function
of inverse temperature in a Σ9 tilt GB. The grey band represents the 95% confidence level
interval for DVU predictions from the linear fit (blue line).

1850 1900

1600 1700 1800

20 40 60 20 40 60

20 40 60 20 25 30 35 40 20 40 60

0.2

0.3

0.4

0.5

0.6

0.075

0.100

0.125

0.150

0.175

0.1

0.2

0.3

0.4

0.5

0.6

0.05

0.10

0.15

0.2

0.3

0.4

Time ns

M
S

D
 A°2

(a)

1e−11

3e−11

1e−10

5.25 5.50 5.75 6.00 6.25

10000 T K

U
i d

if
fu

s
iv

it
y
 (m

2
 s

−1
)

(b)

Figure 3.5: (a) Mean squared displacement of uranium atoms in a Σ9 tilt GB containing uranium inter-
stitials at different temperatures. (b) Uranium interstitial diffusion coefficient as a function
of inverse temperature in a Σ9 tilt GB. The grey band represents the 95% confidence level
interval for DUi predictions from the linear fit (blue line).

Table 3.1: Pre-exponential and migration energy values calculated from figures 3.4b and 3.5b.
Defect DGB

0 m2/s Emig eV
DGB

VU
4.74×10−4 2.72

DGB
Ui

5.70×10−8 1.12

3.2 Segregation Energy Model

In a previous milestone, Andersson et al. [5] used atomistic simulations to calculate segrega-
tion energies as a function of GB concentration for uranium vacancies at different types of
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grain boundaries (Σ5 tilt, Σ5 twist and a high angle random boundary) in UO2 (shown in fig-
ures 3.6a, 3.6b and 3.6c). This same method was also used to calculate the segregation energies
as a function of GB concentration of Xe atoms at GBs [5, 18].

(a) (b)

(c)

Figure 3.6: (a) The concentration dependence of the V′′′′U segregation energy at a Σ5 tilt GB. (b) The con-
centration dependence of the V′′′′U segregation energy at a Σ5 twist GB. (c) The concentration
dependence of the V′′′′U segregation energy at a high angle random GB structure.

As mentioned earlier in this report, a previous atomistic informed creep model assumed that
an enhancement factor of six orders of magnitude was applied to the GB self-diffusivity com-
pared to the bulk, without resolving whether it was acting on the concentration of defects, the
diffusion of defects, or both. Here, using the segregation energy models developed by Ander-
sson et al. [5], the concentration of defects at the GB can be predicted. A schematic outlining
this process is illustrated in figure 3.7. This procedure is set out in 3 stages: i) using one of
the segregation energy models (shown in figures 3.6a, 3.6b and 3.6c), a segregation energy re-
lated to a specific GB concentration is chosen. ii) For a specific bulk defect concentration at
temperate T , this segregation energy is used to calculate the equilibrium defect concentration at
the GB (equation 2.6). iii) If the GB concentration from equation 2.6 matches that used in the
segregation energy model, then the self-consistent solution has been found. Otherwise a new
segregation energy is chosen and process is repeated. Stages i) and ii) can be repeated using
updated segregation energies until a satisfactory match is achieved.
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Figure 3.7: A schematic illustration of the procedure to calculate the defect concentration at the grain
boundary, using the bulk defect concentration and concentration dependent segregation ener-
gies as inputs.

The concentration of defects in the bulk [Bulkx] used in equation 2.6 were calculated from
Centipede cluster dynamics simulations as described in section 2.2.

3.3 Analytical Creep Model

In this section, the lower length-scale atomistic data is put into the analytical creep equations 2.1, 2.2
and 2.3, and the creep rates of UO2 for the various mechanisms as a function of temperature, at
a specific grain sizes and stress are examined. It is important to distinguish among the various
creep mechanisms, given that they have different grain-size dependencies.

3.3.1 Impact of GB Diffusivity on Coble Creep Rate

Figure 3.8 shows the creep rates in UO2 for different creep mechanisms as a function of inverse
temperature, for a grain size of 27 µm and a stress of 30×106 Pa. The creep rate for the existing
MATPRO model in BISON (solid green line for thermal equilibrium and solid orange line for
irradiation) is also included. Similar to the previous creep model [7], Nabarro-Herring and climb
creep are orders of magnitude below the empirical MATPRO correlation. However, when DGB

VU

calculated from MD is input into Coble creep (equation 2.2), then enhanced creep rates (solid
and dashed purple lines) are observed. In fact, these enhanced Coble creep rates over-predict
compared to the MATPRO correlation (solid green line). The solid purple line uses the diffusion
value from section 3.1.1 while the dashed purple line uses the diffusivity value from the longer
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simulation run described in section 3.1.2. Other parameters used in equation 2.2 to produce
figure 3.8 were the defect concentration, estimated to be six orders of magnitude greater at the
GB compared to in the bulk, and the atomic volumes of the defects (uranium vacancy defects-
table 2.1).
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Figure 3.8: Arrhenius plot of creep rate as a function of inverse temperature for UO2 comparing the
atomistic informed creep mechanisms with the empirical MATPRO correlation for a grain
size of 27 µm and a stress of 30 ×106 Pa.

3.3.2 Impact of Defect Concentration at the GB on Coble Creep Rate

Presented in figure 3.9 are the UO2 creep rates for various creep mechanisms (similar to fig-
ure 3.8); however, the GB defect concentrations (section 3.2) are included in the Coble creep
analytical equation (using the diffusivity value calculated in section 3.1.2). Furthermore, ura-
nium interstitial defects, their corresponding atomic volumes and the predicted uranium intersti-
tial diffusion coefficient (calculated in section 3.1.2) were also incorporated. The concentration
of interstitial defects at the GB were calculated using the uranium vacancy segregation energy
models (section 3.2), an assumption which is deemed acceptable in the absence of an interstitial
specific model to achieve preliminary results for this creep model, but needs to be improved for
future work. There are three Coble creep models referring to the different defect concentrations
at the GB calculated from the three segregation energy models (figures 3.6a, 3.6b and 3.6c). The
inclusion of the calculated GB defect concentration along with the diffusivity values calculated
at the GB gives a much improved comparison with the MATPRO correlation for stoichiometric
UO2. From the three Coble creep models, ‘model 3’ gives the best comparison. Model 3 also
predicts sensible defect concentrations∼1% at the GB compared to model 1 and 2 which predict
concentrations of ∼30%. Although the creep rate gradient of Coble model 3 (pink dashed line)
is different from the MATPRO correlation (solid green line), the defect concentrations used in
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the creep analytical equations calculated here are for a oxygen partial pressure, deviating very
slightly from stoichiometry (the ”best case” values used in Matthews et. al [11]), while the
MATPRO correlation is assumed to be at exactly stoichiometric UO2. As mentioned earlier,
”best case” refers to the oxygen partial pressure which best matches the Sabioni et al. [12] ura-
nium self-diffusion data.
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Figure 3.9: Arrhenius plot of thermal equilibrium creep rate as a function of inverse temperature for
UO2. The dashed lines represent the three different Coble creep models for the concentration
dependent segregation energy models of three GBs.

Figure 3.10 compares Coble creep model 3 with the MATPRO correlation and with experi-
ment [19] for four different cases (outlined in table 3.2). Overall, there is a good agreement for
each case, whereby further improvements can be made in the analytical equations by adjusting
the partial pressure conditions when calculating the bulk defect concentrations from Centipede
(which are put into the concentration dependent segregation energy model to predict defect con-
centrations at the GB).
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Figure 3.10: Arrhenius plot of creep rate as a function of inverse temperature for UO2, comparing the
atomistic developed Cobel model 3 with MATPRO and experiment for four different cases
outlined in table 3.2.

Table 3.2: Different experimental case study parameters [19] used for comparison in figure 3.10.
Case Grain size (µ m) Stress (MPa)
1 55.0 20.7
2 10.0 20.7
3 10.0 68.9
4 13.4 20.7

Chung and Davies [20] report low-stress diffusional creep response for UO2 at temperatures
ranging from 1273 - 1873 K for different grain sizes (2–10 µm). Using this data, figure 3.11
compares creep rates with the atomistic informed Coble creep model developed in this study, as
a function of stress for a 2 µm grain.
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Figure 3.11: Comparison of steady state creep rates using the diffusion parameters fit to experimental
data-points and assuming pure Coble creep (Coble n= 1.0, dotted lines), with the creep rates
obtained using diffusion parameters from atomistic simulations (dashed lines) at different
temperatures. The markers are the corresponding experimental data reported in [20]. There
appears to be negligible difference (≈ 2.0) between the creep rates from experimental and
atomistic diffusion data for the grain boundary dominated creep regime (grain size: 2 µm).

3.3.3 Irradiation Conditions

In this section, creep rates of UO2 under different irradiation conditions are calculated and com-
pared with the MATPRO irradiation case, shown in figures 3.12 and 3.13. To calculate creep
rates under irradiation conditions, bulk concentrations were re-calculated using the cluster dy-
namics code Centipede under the same partial pressure conditions as before for different fission
rates. These bulk concentrations under irradiation conditions were then implemented in the
segregation energy model (using model 3) as outlined in section 3.2 to calculate the defect con-
centrations at the GB under irradiation. A fit given by equation 3.1 was formulated to capture
the total creep rates (produced by a Coble mechanism which is the dominant creep mechanism)
as a function of temperature and fission rate density, as displayed in figure 3.12 (for a grain size
of 27×10−6 m, GB thickness of 1×10−9 m, and stress of 30×106 Pa).

σCoble, x =
42πδ

kBT G3 σv

[
A1exp

(
−B1

kBT

)
+A2exp

(
−B2

kBT

)
Ḟ0.3 +A3Ḟ0.6

]
(3.1)
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where A1, A2, B1, B2 and A3 are fitting parameters, Ḟ describes the fission rate (in fissions/m3s),
σv is the von-Mises stress in Pa, G is the grain size in m, δ is the grain boundary thickness in m,
kB is the Boltzmann constant in J/K and T is temperature in K.

The parameters used in equation 3.1 are displayed in table 3.3.

Table 3.3: Fitting parameters used in equation 3.1.
A1 (m5/s) A2 (m3/s)0.3 A3 (m3/s)0.6 B1 (J) B2 (J)
1.20×10−35 4×10−45 2.5×10−56 3.94×10−19 2.00×10−19

10
−12

10
−11

10
−10

10
−9

10
−8

10
−7

10
−6

4 5 6 7 8 9

10000 T (K)

C
re

e
p

 ra
te

 (s
−1

) Fission Rate (fsn m
3 s)

0

1e+16

1e+17

1e+18

1e+19

1e+20

1e+21

Figure 3.12: Predicted atomistic informed creep rates as a function of inverse temperature and fission rate
density. The solid lines represent the fit described in equation 3.1.

For clarity, figure 3.13 shows the thermal equilibrium, and irradiation case for typical LWR
fission rates (1019fissions/m3/s). There is an excellent improvement of the Coble creep rate in
relation to the MATPRO correlation under irradiation. As mentioned previously, one discrep-
ancy between the MATPRO correlation and the atomistic informed creep model is the stoichiom-
etry. For MATPRO, the x in UO2+x is assumed to be zero, whereas using Centipede x varies as
a function of temperature. The Centipede partial pressure conditions were optimized to produce
self-diffusivity data that matches the Sabioni et. al uranium self-diffusion experimental data [12].
However, by adjusting the partial pressure values a better match to MATPRO (and experimental)
creep rates can be achieved. Furthermore, as mentioned, the concentration of interstitial defects
at the GB were calculated using the uranium vacancy segregation energy models (section 3.2),
an assumption which is valid to get an preliminary result for this model, but will be improved in
future simulations.
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Figure 3.13: Arrhenius plot of creep rates at thermal equilibrium (solid lines) and under irradiation
(dashed lines) as a function of inverse temperature for UO2.

3.4 Full–field Simulations of Diffusion Creep in Uranium Dioxide

Diffusion mediated creep deformation in UO2 is a particularly challenging problem depend-
ing on local defect concentrations, as well as the microstructure of the material (grain size,
stoichiometry, and oxygen partial pressure). Therefore, there is a need to develop advanced mi-
crostructural sensitive material models that account for such local effects, and also consider
the kinetics and kinematics of the diffusion mediated processes. In this section, a chemo-
mechanically coupled point-defect diffusion model in a crystal plasticity framework to predict
the structural response of UO2 that considers the effect of the microstructure and the local defect
concentration both in the grain bulk and in the boundary is proposed. Atomic-scale simulations
used to understanding fundamental mechanisms governing physical properties, such as those
calculated above (e.g. diffusion coefficients) and in previous milestones [6] (e.g. elastic dipole
tensor) are used to inform this model. As a first step, preliminary full-field creep simulations
with two-dimensional polycrystalline UO2 are perfromed, with the dominant deformation mech-
anism reported.

The simulations outlined below simulates creep in polycrystalline uranium dioxide using a
chemo-mechanically coupled defect diffusion model in a elasto-viscoplastic fast Fourier trans-
form (EVPFFT) framework. The formulated model accounts for the kinematic response due to
the diffusion process by tracking the local concentration of the defect species both in the grain
boundaries and in the grain bulk. The EVPFFT framework also allows to incorporate plasticity
due to dislocation climb, and climb assisted dislocation glide on the overall mechanical response
of the material. Moreover, as mentioned above, the model is multi-scale in nature, and hence,
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includes information from the lower scale atomistic simulations such as the local defect inter-
action (elastic dipole) tensor, that determines the local interaction energy due to diffusion of
vacancies/atoms during the creep process [21]. Following briefly highlights the important field
equations of the chemo-mechanically coupled model.

3.4.1 Kinematic and Constitutive Equations of the Multi-physics EVPFFT
Framework

The continuum-level crystal plasticity framework is based on small-strain kinematics, where the
total strain rate, ε̇, is additively decomposed into elastic, ε̇el , and plastic, ε̇p, strain rates,

ε̇ = ε̇
el
i j + ε̇

p
i j (3.2)

The total strain tensor, ε, is the symmetric part of the displacement gradient, ui, j,

εi j = ε ji =
1
2
(ui, j +u j,i) (3.3)

The total plastic strain rate is given by the additive contributions from vacancy diffusion, dislo-
cation climb, and dislocation glide,

ε̇
p
i j = ε̇

di f
i j + ε̇

cl
i j + ε̇

dis
i j (3.4)

For the present model, diffusion-mediated strain rate, ε̇di f , is through diffusion of uranium va-
cancies and is facilitated by the local change in the vacancy concentration, as well as by the
gradient in the local vacancy flux under a gradient in chemical potential. These respectively con-
tribute to the dilatational and deviatoric components of the diffusion strain rate, ε̇di f as [22, 23]:

ε̇
di f =−Ω0

(
∇ j+∇ jT

2
−

ċδi j

3

)
+λ0Ω0ċδi j (3.5)

In this equation, ∇ and δi j are the gradient and the Kronecker delta operators, while ċ and j
correspond to the local change in vacancy concentration and its flux, respectively. The flux, j, is
gradient of chemical potential whose form is derived from continuum thermodynamics princi-
ples, and is excluded in the report for brevity. Moreover, in the current formulation, the transport
equation for concentration evolution, ċ, has additional terms relating to vacancy absorption by
dislocations (climb), and the exchange between GB and bulk, along with the chemical poten-
tial (also not discussed here for brevity). Ω0 is the atomic volume and λ0 corresponds to the
isotropic stress equivalent of the elastic dipole tensor, P which is related to the point-defect re-
laxation volume through the elastic compliance tensor, and provides the interaction energy of
the point-defect with an external strain field as shown in [21]. The value of P or λ0 is obtained
from the atomistic simulations performed in this work, and is different in the GB and in the bulk.
Moreover, as also shown previously, different grain boundaries can have different values of this
dipole tensor, which can be significantly different. For simplicity, we assume same value of this
dipole tensor, λ0, for all the boundaries in the continuum scale.
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Plastic relaxation via dislocation climb occurs only in the bulk, and is considered only from
edge dislocations. The strain rate due to dislocation climb thus depends on the local edge dislo-
cation density in dislocation cells, ρs

cell,edge, and the climb velocity, vs
climb, for the different slip

systems, s = 1,S, where S is the total number of active slip systems:

ε̇
cl
i j =

S

∑
s=1

ls
i j

¯̇
β

s (3.6)

¯̇
β

s = ρ
s
cell,edgebsvs

climb (3.7)

bs is the magnitude of the Burgers vector and ls
i j corresponding to the climb tensor (= bs⊗bs)

[24]. The vs
climb parameter depends on the net flux of vacancies due to the imbalance between

the vacancy concentration near the dislocation core and the bulk of the material:

vs
climb =

Ω0

bs DbulkZs
v

(
ccore

v − cbulk
)

(3.8)

with Dbulk and Zs
v representing bulk vacancy diffusivity and vacancy capture efficiency of the

dislocation [25,26]. ccore
v ,cbulk are the equilibrium vacancy concentration at the dislocation core

and the local bulk vacancy concentration, respectively. Thus, the kinetics of the diffusion process
has an impact on the plasticity mediated by dislocation climb.

The dislocation glide model follows directly from [24], and is briefly mentioned for com-
pletion. The shear deformation from dislocation glide is due to the combined shear rate from
dislocation slip in the different slip systems, under the imposed resolved shear stress, τs:

ε̇
dis = ∑

s
ms

i j γ̇
s (3.9)

γ̇
s = ρ

s
cellb

svssign(τs) (3.10)

where, ρs
cell , vs are the cell dislocation density and mean dislocation velocity for the different

slip systems. ms
i j is the symmetric part of the Schmid tensor for the different slip systems, and,

sign(τs) ensures thermodynamic consistency of the constitutive law by enforcing the direction
of shear rate to be the same as the direction of glide [24].

Subsequently, uniaxial creep simulations of polycrystalline uranium dioxide are performed
with the multi-physics framework.

3.4.2 Creep Behavior of Polycrystalline Uranium Dioxide

In this work, two-dimensional creep simulations of polycrystalline material, Fig. 3.14, are per-
formed at a uniaxial creep stress of 20 MPa (similar to what is used by Chung and Davies [20])
and 1673K with the corresponding model parameters listed in Table 3.4. Figure 3.15 plots the
results of the creep simulation for a geometry with average grain size of ≈ 100 µm under the
imposed boundary conditions. From the strain rate plots, Fig. 3.15 (b), there appears to be an
initial increase, followed by the expected decrease in the strain rate with the steady state being
reached ≈ 20000 seconds. The initial increase in the diffusion strain rate is attributed to the
significant difference in equilibrium concentration between the bulk and the boundary, based
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(a) (b)

Figure 3.14: Simulation geometry for the full-field simulations consisting of ≈ 200 grains with a grid
resolution of 64×64×1, (a). The corresponding average number of voxels per grain distri-
bution is also shown, (b), with each grain having ≈ 75 voxels.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.15: Full-field creep simulations of creep in polycrystalline UO2 with 200 grains with an average
grain size of ≈ 100 µm at 1673 K and 20 MPa creep stress (in the vertical direction). (a)
plots the total strain vs. time, while, (b) compares the contribution of the total and diffusion
strain rates. Defect diffusion mediated plasticity is the dominant deformation mechanism
followed by diffusion climb, while the glide contribution is negligible to the overall plastic
deformation, (c). Also, from (d), for this simulation, the dominant diffusion mechanism
seems to be that in the bulk. The corresponding distribution of diffusion strain rate, (e), and
concentration, (f), is also plotted.
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Table 3.4: Material parameters at 1673 K

parameter Value Source Unit

Diffusion
Ω0 5.8×10−29 [27] m3

δgb 1.0 Atomistic simulations nm
Dgb

0 0.000474 Atomistic simulations m2 s−1

Dbulk
0 4.2×10−7 Atomistic simulations m2 s−1

Egb
m 2.72 Atomistic simulations eV

Ebulk
m 4.233 Atomistic simulations eV

Egb
f 0.5 Atomistic simulations eV

Ebulk
f 1.4 Atomistic simulations eV

λ0,bulk -0.227 Atomistic simulations
λ0,gb -0.244 Atomistic simulations

Climb
bs 0.386 [27] nm

ρs
cell,edge 0.1 ρs

cell [24] m−2

Zs
v 1.0 [24]

Glide
∆G0 7.5 [28] eV
τs

0 30.0 [28] MPa
ρs

cell 1×1011 This work m−2

ρs
cellwall 2.0 ρs

cell This work m−2

p 0.7 [24]
q 1.3 [24]
n 2.2 [24]
χe 1.0 This work

Elastic constants at 1673K
C11 292.306 [29] GPa
C12 114.240 [29] GPa
C44 56.535 [29] GPa
ν 0.33 This work
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Figure 3.16: Creep simulations with the same microstructure and boundary conditions as in Fig. 3.15, but
with a higher negative value of λ0,gb = −0.644, as compared to −0.244. The deformation
mechanism is diffusion mediated plasticity, (c), with grain boundary diffusion being the
dominating mechanism, (d). Qualitatively, similar concentration profiles as in Fig. 3.15, (f),
with high overall diffusion strain rates, (e).

on our assumption of the initial concentration field to be the local equilibrium concentration in
the bulk and the boundary. Moreover, diffusion mediated plasticity is the dominant deformation
followed by vacancy assisted dislocation climb, with dislocation glide playing negligible role
on the overall deformation behavior, Fig. 3.15 (c). Also, for the chosen parameters and grain
size, the simulations predict bulk diffusion to be the dominant diffusion mechanism, Fig. 3.15
(d). Furthermore, the uniaxial diffusion strain rate and the concentration fields are also plotted
in Fig. 3.15 (e) and (f), respectively. Clearly, there are locations with locally high strain rates,
which generally correspond to triple points in the microstructure.

It is important to note that the simulations shown here are preliminary with the steady state
values not yet reached.

As mentioned, the model predicts that bulk diffusion is more dominant than diffusion along
the grain boundaries, which is different from the analytical predictions. Since, different grain
boundaries will have different values, choosing a single value for the entire microstructure may
need some level of homogenization of these values. To investigate this influence of the elastic
interaction tensor at the grain boundaries, we repeated the polycrystalline creep simulations (at
1673 K and 20 MPa) with a higher negative value of the interaction tensor at the grain bound-
aries, i.e., λ0,gb =−0.644 (from the previous case of−0.244), with other parameters being same
as before, listed in Table 3.4 (the elastic dipole tensor can widely vary depending on the GB
type, see previous milestone [6]). Fig. 3.16 plots the results from such simulations with a higher
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predicted value of the total strain rate (with a maximum of ≈ 1×10−10 s−1) as compared to the
previous simulations (with a maximum of ≈ 1×10−11 s−1). Moreover, with the higher (nega-
tive) value of λ0,gb the dominant deformation mechanism is predicted to be the GB diffusion,
Fig. 3.16 (c) and (d), which also aligns with the expectation from the analytical expressions of
creep.

Moreover, observing the concentration and diffusion strain rate distributions in the microstruc-
ture, the model also predicts locations with high defect concentration (or high diffusion strain
rate), which can also be the sites of failure in the material.
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4 Discussion and Future Work

This report outlines the development of a creep model for UO2 giving a much improved agree-
ment with the empirical MATPRO correlation and experiment compared to a previous version
of the creep model [7]. That being said, this is a difficult problem and there are many improve-
ments that should be addressed to refine this model.

The sensitivity of the GB diffusion coefficient was shown when applied to the Coble creep
analytical equation. The acceptable GB diffusion coefficients calculated in this study were only
carried out on one GB type. It is important to calculate these values for different GB structures,
assess the difference and predict diffusivity values that best describe the variety of different GBs
that exist in reality. Moreover, the interstitial defect concentrations at the GB were calculated
using a uranium vacancy concentration dependent segregation energy model. Atomistic simu-
lations should be conducted to have a uranium interstitial concentration dependent segregation
energy model. Furthermore, due to the relatively high concentration of vacancies and intersti-
tials at the GB under irradiation, annihilation must be occurring. Therefore, there is a need for
cluster dynamics simulations to capture these reaction rates, similar to how Centipede does this
in the bulk.

In the creep model developed in this study there is a partial pressure dependence. Work should
be done to calculate the creep rates not only as a function of temperature and fission rate but also
with partial pressure dependence. This is important when comparing to a range of experiments
that could have been conducted under different environmental conditions, and to have a work-
ing model under differing sets of conditions that can be used in BISON. It is also important for
doped UO2 as the dopants can change the oxygen partial pressure [30].

There is the grain size and partial pressure effects that will be accounted for, however, there is
also the possibility that Cr doping can occur at grain boundaries impacting the vacancy stability
and/or kinetics. Therefore, atomistic calculations should be conducted examining how Cr doped
grain boundaries affect the segregation energy models and the mobility of uranium defects.
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5 Conclusions

This report describes progress in the development of a creep model that is informed using lower-
length scale calculations validated against UO2 creep rates, that will be applied to doped UO2.
As doped UO2 is an advanced fuel candidate for LWRs, there is a dedicated approach of using
multiscale modeling to better understand the performance of this fuel. Doped UO2 has a larger
grain size compared to standard UO2, providing better properties. These large grains will also
affect diffusional creep and dislocation glide mechanisms. To correctly model creep in doped
UO2, it is important to determine the dominant creep mechanism in UO2 as each mechanism
will have different grain size dependencies.

In this study, we focus on the development of parameters that impact the Coble creep rate
mechanism, namely; diffusion coefficients at the GB and the concentration of defects at the GB.
Using a Σ9 tilt grain boundary, the uranium vacancy and uranium interstitial diffusion coeffi-
cients were calculated. It was found that there was enhanced diffusion, by orders of magnitude,
at the GB compared to the bulk. Furthermore, using uranium vacancy concentration dependent
segregation energy models developed by Andersson et. al [5], and defect concentrations in bulk
UO2 predicted using the cluster dynamics code Centipede, the defect concentration at the grain
boundary was predicted at thermal equilibrium and under irradiation. This information was then
input into the various creep mechanisms and the creep rates compared to the MATPRO corre-
lation (used in BISON) and experiment. There is an improved match with the available data
compared to the previous version of the creep model [7].

Preliminary results have also been generated demonstrating the use of two-dimensional poly-
crystalline full field simulations informed by lower-length scale atomistic data. From this, the
importance of the GB diffusional creep mechanism to overall creep rates was shown. This is
a significant step in the use of lower length scale atomistic data capturing the mechanistic be-
haviour used in the development of a polycrystal plasticity model that can describe UO2 and
doped UO2 deformation for in-reactor conditions.
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