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Abstract
Gamma lithium aluminate (LiAlO») is a breeder material for tritium and is one of key

components in a tritium-producing burnable absorber rod (TPBAR). Dissolution and
precipitation of second phases such as LiAlsOg and voids are observed in irradiated LiAlO».
Such microstructure changes cause the degradation of thermomechanical properties of LiAlO>
and affect tritium retention and release kinetics, and hence, the TPBAR performance. In this
work, a microstructure-dependent model of radiation-induced segregation (RIS) has been
developed for investigating the accumulation of species and phase stability in polycrystalline
LiAlO:> structures under irradiation. Three sublattices (i.e., [Li, AL, V]! [O, Vo]" [Li;, Ali, Oi,
Vi]"™), and concentrations of six diffusive species (i.e., Li; vacancy of Li or Al at [Li, Al, V]!
sublattice, O vacancy at [O, V,]" sublattice, and Li, Al and O interstitials at [Lii, Al;, Oi, Vi]™!
interstitial sublattices; are used to describe spatial and temporal distributions of defects and
chemistry. Microstructure-dependent thermodynamic and kinetic properties including the
generation, reaction, and chemical potentials of defects and defect mobility are taken into
account in the model. The parametric studies demonstrated the capability of the developed RIS
model to assess the effect of thermodynamic and kinetic properties of defects on the segregation
and depletion of species in polycrystalline structures and to explain the phase stability observed
in irradiated LiAlO; samples. The developed RIS model will be extended to study the
precipitation of LiAlsOg and voids and tritium retention by integrating the phase-field method.
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1.0  Introduction
Microstructure images of irradiated LiAlO; clearly show that radiation induces the formation and
growth of the second phase particle LiAlsOg and voids [1]. These microstructure changes affect
not only the sink strength of defects and tritium, hence, their diffusion and accumulation kinetics,
but also effective thermal conductivity and mechanical properties. Burkes et al. and Senor et al.
proposed a framework of tritium-producing burnable absorber rod (TPBAR) performance that
was based on the empirical correlations between microstructure and material properties [2, 3].
The tritium-release kinetics predicted by the performance model are largely underestimated
compared with experimental results [2]. To improve the predictive capability of such a
performance model, one needs the knowledge of evolution kinetics of LiAlsOs and voids, and the
development of more accurate correlations between evolving microstructures and thermo-

mechanical properties in radiated LiAlO;.

The nuclear reaction between Li in LiAlO; and a neutron [’Li+'n = “He (2.05MeV) + °T
(2.75MeV)] produces high-energy fission fragments [He and tritium (T)]. The high energy
fission fragments collide with atoms in the lattices and generate defects such as vacancies,
interstitials, impurities, and their clusters. One nuclear reaction may generate thousands of
Frenkel pairs [4]. As a consequence, vacancy and interstitial concentrations in irradiated LiAlO>
might be a few orders of magnitude higher than their thermal equilibrium concentrations, which
accelerate the diffusion of species. Furthermore, defects and species usually have different
chemical potentials from their bulk chemical potentials at structural defects such as grain
boundaries, free surfaces, and dislocations. The inhomogeneous chemical potentials in
polycrystalline structures provide an additional diffusional driving force besides the
concentration gradient driving force. The stability and growth kinetics of second-phase particle
LiAlsOg and voids depend on RIS of Li, Al, O, and vacancy. Therefore, the RIS model needs to
take into account radiation-enhanced diffusion and inhomogeneous properties of species to

capture the evolution of LiAlsOg and voids.

Different methods such as rate theory [5-9], cluster dynamics [10-14], and phase-field approach
[15-19] have been developed to investigate defect and microstructure evolutions in irradiated

materials. Spatially distributed defects such as dislocations and grain boundaries are usually



described by sinks with effective sink strengths [9]. It is very efficient to predict the overall
effect of microstructures (grain sizes, distributed dislocations and second phase particles) on
defect concentration evolution. Cluster dynamics has the advantages in studying the temporal
and spatial evolution of small defect clusters with interaction energies among defect clusters and
defect mobility. However, nucleation and growth of a second-phase particle such as LiAlsOg and
voids relies on the phase stability depending on local species’ concentrations and chemical free
energy as well as the elastic interaction between diffusive defects and LiAlsOs particles (there is
an elastic field around LiAlsOg particle due to the lattice mismatch between LiAlsOg and LiAlO:
matrix). For both rate theory and cluster dynamics approaches it is a challenge to capture the
inhomogeneous evolution of defects that result from spatially distributed structural defects and
temporally evolving particles. The phase field method is based on thermodynamic and kinetic
properties of defects that can naturally describe inhomogeneous chemical potentials of defects
associated with distributed structural defects, nonuniform chemistry, and long-range interactions.
In our recent work [20] we developed a microstructure-dependent rate theory of RIS model in a
binary AB alloy by integrating rate theory and the concept of defect chemical potential used in
phase-field models.

In this work, we extended the RIS model in AB alloys to polycrystalline LiAlO» for studying the
effect of thermodynamic and kinetic properties of defects on the segregation of Li, Al, O and
vacancy in polycrystalline LiAlO> and understanding the physics behind the phase stability and

microstructure evolution observed in radiated LiAlO».

2.0  Microstructure-dependent rate theory model

2.1 Description of chemistry and defects

The high-energy fission fragments associated with the nuclear reaction between °Li in LiAlO,
and a neutron [*Li+'n = “He (2.05MeV) + 3T (2.75MeV)] collide with host atoms in LiAlO> and
generate defects such as vacancies, interstitials, impurities, and their clusters. The molecular
dynamics simulations of cascades under SkeV primary knock-on atoms (PKA) in LiAlO; show
that interstitials of Li, Al, and O; antisite defects of Li and Al at Li and Al lattices; and vacancies

at Li, Al, and O lattices are generated [7]. The cascade generates 13 Frenkel pairs of Li



interstitials and vacancies that are about two times the Frenkel pairs of Al interstitials and
vacancies; 3 Li antisites at Al lattices that are similar to those of Al antisites at Li lattices; and

13 Frenkel pairs of O vacancies and interstitials. The results clearly show that the defect
generation rates of species (Li, Al and O) are quite different in LiAlO. Defect generation rates
are not proportional to the local concentration of species, which is often assumed in the
conventional rate theory. Lee et al. [21] calculated the formation energies of defects in LiAlO,.
The results showed that the stable defects may have charges, depending on the local fermi level
or local electron structure. The different charged defects might tightly bind or strongly repel that
affect the formation of antisite defects such as Al antisite at Li lattice and Al antisite at Li lattice,
and their mobility, which is similar to the interaction between interstitials and undersize solutes
[8]. Therefore, although the generation rate of Li antisites is similar to that of Al antisites under
energy particle cascade, the dissociation reaction rate of Li antisites may be different from that of
Al antisites due to different binding energies. Considering the facts above, Li and Al interstitials

should be described by independent concentration fields.

LiAlO:> has a tetragonal structure with space group P4:2:12 (No. 92), where the metals Li and Al
occupy the Wyckoff sites 4a and 4a, respectively, and oxygen occupies the Wyckoff site 8b. By
assuming the possible interstitial atoms (Lii, Ali, O;, and vacancy Vi) occupy another Wyckoff site
8b, the defects and chemistry in radiated LiAlO> can be described by a three-sublattice model,
[Li, Al, V]'[O, V]! [Li;, Al;, O, Vi]™ (1)
with the sublattice fraction ratios of 1:1:1, corresponding to the metal sublattice, the oxygen
sublattice, and the interstitial sublattice, respectively. Six independent species (i.e., Li’ and
vacancy V! on the metal sublattice I; V' on the O sublattice II; and Lif“ , Al{’ I and O{I I on the
interstitial sublattice III) can be used to describe the spatial and temporal distributions of defects
and chemistry in LiAlO». In the present work, we define that the species (i.e., the component)
concentration ¢} (i = Li, Al, O, or V) equals to its site fraction y{ in each sublattice 7 (= I, II, or

II); see Eq. (1).



2.2 Chemical potentials

The Gibbs energy of a general sublattice model G, can be written as follows in per mole of

formula (mf) [22, 23]:

Gmf = Zem(nt Cit Ggm) + RT Zt at Zi Cltlnylt + EGmf (2)

where R is the molar gas constant and T the absolute temperature. G2, is the Gibbs energy of an
endmember (em) with only one component in each sublattice ¢ (there are 24 endmembers in the
present three-sublattice model of Eq. (1)). G2, is usually a function with respect to chemical
potentials of components i (uf with i = Li, Al, O, and V) and its Gibbs energy of formation. y is
the site fraction of component 7 in sublattice 7. #G,, is the excess Gibbs energy of formation. By
merging the Gibbs energies of formation of endmembers and the £G,, 7 into binding energies,

merging activity coefficient y; into configurational entropy, and using the relationship ¢} = yf, Eq.
(2) can be expressed as,

G= ) [chil+RT(ChINGhch)] + > [chudy + RT(HIn(rci)]

m=Li,ALV m=0,V
bindi
+ Ym=riavolch tim + RT (cii'In (v cii )] + Zj[Zi CiCjZijEijm ") (3)

where i represents the components in the sublattices I and II, and j the components in the sublattice

binding

III as shown in Eq. (1); introducing the binding energies (E; i ) between components i and ;.

Chemical potentials of species at structural defects such as grain boundaries (GBs), interfaces,
and surfaces are usually different from those inside the grains. The microstructure and/or spatial
dependent chemical potential in polycrystalline LiAlO; structure cause an additional diffusion
driving force that affects the fluxes of defects and species, hence, their segregation, depletion,
and phase stability. To capture the effect of grain boundaries on RIS, we extended the
conventional rate theory to a microstructure-dependent rate theory model. In the model one set of
order parameters n,,(m = 1,2,--+,m,) are used to describe the grain orientations in the
polycrystalline structure where m, is the total number of grain orientations in the simulation cell.
The order parameter 77,,,, which is obtained from phase-field modeling of grain growth, has the
values of 1 inside the grain m, and 0 outside of the grain m, and continuously varies from 1 to 0

across the grain boundary. We defined a shape function with the order parameters as f(n) =



2.0(1 — Xm0 (nm)?) that varies smoothly from 0 inside the grains to 1.0 at the center of GBs.
The thermodynamic properties of the GBs are expected to closely correlate with the atomic
density and composition. Van der Waals [24] showed that the energy of an interface can be
described as a function of mass density and its variations within the interface region. Very
recently, Kamachali et al. [25] proposed a density-based thermodynamic model of grain
boundaries. The Gibbs free energy of GBs is described by bulk free energy, atomic density,
gradient coefficient of atomic density. A Gaussian function is used to describe the atomic density
change across the GB that evolves with composition. Atomic simulations [25] in alpha Fe
showed that the atomic density of a GB with high symmetry has the Gaussian distribution. The
atomic density of a GB can be approximately described by a shape function p, + p%E f(n) that is
equal to p, inside the grain and smoothly varies to p, + p©E at the center of the GB. pj is the
density of a perfect crystal while p© is the difference of atomic density between those inside a
grain and on the grain boundary due to free volume at the center of the grain boundary.
Similarly, other spatially dependent thermodynamic properties of defect di such as chemical
potential and diffusivity of species can also be described as ®;; = Dy4i(cp, T) +
DB (o, TYF (). DPoqi(Cm, T) is the property of defect di inside a grain, and @5 (c,,, T)f(n) is
the difference of the property of defect di on the GB from that inside the grain. di denotes any of
the defects, i.e., di = Ai, Bi,V, A, Oi,or OV. Therefore, the microstructure-dependent chemical
potential of species j can be written as

W =i+ " (cm TIf () 4)
where ,uj-" is the bulk chemical potential of species j , ,u]GB is the difference of chemical potential
of species j between inside a grain and at the center of grain boundaries. In principle, MJGB can be
determined by yi(cie 1 |m) = ,ui(cie 1 gb). cie 1), and Cie 1 gb are the thermal equilibrium
concentration of defect i inside grains and at grain boundaries, respectively. The diffusivity
inhomogeneity can be described by a similar expression as the Eq. (4). In LiAlOy, all the defects
are charged. For example, Li and Al interstitials and O vacancy have positive charges while Li
and Al vacancies and O interstitial have negative charges. Any accumulation of charged defects
causes an electric potential (an electric potential ¢), which affects the migration of the charged

defects. Adding the electric potential, the electrochemical potential is given by

wj =+ uPem, M) + q;¢ (5)



where g; is the valence of defect j, and E'is the electric field (E = —V¢). The electric potential ¢
satisfies the Poisson’s equation. However, in this work, we assume that all species are neutral to
simplify the model. It will be straight forward to include the charge effect in the model if relative

thermodynamic and kinetic properties of defects are available in future.

2.3  Microstructure-dependent rate theory

Recently, we developed a microstructure-dependent rate theory model of RIS to take into
account grain morphology and inhomogeneous thermodynamic and kinetic properties of defects
in polycrystalline AB alloys [20]. A two sublattice model [A, B, V]' [Aj, Bi, Vi]" was used to
describe the free energy of the system and defect evolution. In radiated LiAlO,, the free energy
of the system with defects can be described by a three sublattice model [Li, Al, V]'[O, Vo]" [Li,
Ali, O, Vi]™ in section 2.2. Here we extended the defect evolution equations in a two sublattice
AB alloys to a three sublattice LiAIO;.

To clearly and concisely present the extension from the two sublattice model to three sublattice
model, we first provide the brief derivation of defect evolution equation in two sublattice model
[20], then describe how to deduce the equations in three sublattice model [Li, Al, V]' [O, Vo]
[Lii, Ali, Oi, Vi]™ from the two sublattice model [A, B, V]' [Ai, Bi, Vi]". Following to the rate

theory, the evolution of chemical and defect concentrations in AB alloys with two sublattices is

given by [8, 20]:
dcg(rt)
L= = V-, (r,t), a=AandB (0)
2ULD =~V Jo(r,t) + ga + 95 + g, d =V, Aiand Bi, @)

at

where ], (r,t) and J,(r, t) are the fluxes of atom « and defect d, respectively. g4, g5 and g% is
the generation rate, sink rate, and recombination rate of defect d, respectively. The atom and
lattice conservation requires the fluxes should satisfy the following equations [20, 26]:
Jo@,t) = Xa=v aipiJe (. t) (8)
Ja(r,t) = Xq-apsign(d)j§(r,t) )
where JE(r, t) is the flux of atom « diffusing via defect d, sign(d) = 1 for d = Ai or Bi and
—1 for d = V. The fluxes of atoms and defects driven by chemical potential gradient can be

approximately calculated by [26, 27],

Lg .
Jé(r,t) = —Zﬁﬁ(Vuﬁ + SLgn(d)V,ud), a,f = Aand B (10)



where L,z is the Onsager kinetic coefficient.

In polycrystalline structures the inhomogeneous chemical potential u, and u, are expressed as
e (r,t) = puy +uGPf(m) = ud + RTIn(yqcq) +us2f (), (11)
ua(r,t) = pg + RTIn(cy) + ug® f (). (12)

If we assume that 1) the chemical potentials u¥, (& = A and B), satisfy the Gibbs-Duhem

relationship Y., ¢, Vuy = 0; 2) the defect concentration is low, i.e., ¢; << 1; and 3) L‘éﬁ = 0 for

a # [ the evolution Egs. (6 -7) are simplified as

aCAla—(:t) V[(dficaipVea + dibcaidVeg + (diica + dfcs)Vea + k5EVF ()]

+dai + Gai + 9o (13)
aCBB—(trt) V[(dRhcpipVea + dipcpidpVeg + (dfhca + dihcs)Veg; + KV ()]

+dpi + g5 + Gri (14)
%:,t) = V[—di cypVeca — dppeydpVeg + (diaca + dpgep)Vey + kP V()]

+gv + gy + gv, (15)
%:t) VI(dscy + diicai + dBhcp)pVes — dYscaVey + diicaVea; + d5hicaVeg;

+regPVf ], (16)

where the normalized Onsager coefficient is defined as d% af = =14 g/ (cacp), and kB, (i =

A, Ai, Bi,and V) are functions of defect concentrations and chemical potentials on grain

boundaries. They are given by

KkSB =Y, D e dapcacs [,uﬁ + sign(d)u§®], a = Aand B, (17)

d
=Ya g d“,fcicﬁ [sign(d)u3® + u$®], d =V, Ai and Bi. (18)

Inside the grains where f(n) = 0, the evolution Egs. (13-16) become to the rate equations (6-20)
of ref. [8] with the assumption of L%, = L% . The normalized Onsager coefficients dZ, are the
same as d 4 in the equations (6-20) of ref. [8] which is the diffusivity of atom «a diffusing via the

exchange with defect d on a given neighboring site. The diffusivity coefficient d;; is given by

i

1 -AEY
dij = ;AL fijvi exp < e ) (19)




where A; ; is the jump distance when atom i and defect j exchange sites. f;; is the correlation
factor[28]. v; ; is the effective exchange-jump frequency of atom i - defect j pair, and AE,i,{ is the

migration energy. In this work, dg[; =0,a # B and d%, = d,q are used.

If the notation A and B in Egs. (6-18) are replaced by Li and Al, respectively, Egs. (6-18) can be
used to describe the concentration evolution of species in [Li, Al, V]! and [Lii, AlL;, Vi]™
sublattices. Similarly, if we assume cg;(1,t) = 0, c4(1,t) = 1, and replace c,;(r, t) and

cy (1, t) by cp;(r, t) and c,, (1, t), respectively, Egs. (6-18) can be used to describe the

concentration evolution of species in [O, V,]" and [O, Vi]™"!

sublattices. The interaction among
species in three sublattices is described through the Gibb’s free energy of Eq. (3) and defect

kinetic properties.

3.0  Thermodynamic and kinetic properties and model parameters

The generation rate of defects g, is assumed to be proportional to the alloy composition in the
conventional rate theory. Since interstitials A and B are treated as individual variables in this
work, accurate interstitial generation rates from MD cascade simulations can be used when they
satisty the relationship of g, = ga; + ggi- ga; and gp; are calculated by the equation of g; =
myK where K is the dose rate and m, is the production efficiency of defect d. For example, MD
simulations show that m;;;/my;; = 4 in LiAlO; [4]. The recombination rate of Frenkel defects
98 = —agycqcy,d = Aiand Bi. And gff = — X g-nipi XavCaCy- Aay = Zay(Dg + Dy)/a? isa
rate constant, a is the lattice constant, and z, ;, is the combination factor of vacancy and
interstitial. In polycrystalline structures, the main sinks of defects are dislocations and grain
boundaries. The sink rate of defects on distributed dislocations can be calculated by g5 =

Zg aisDaPais(Cq — ng), where zg 4;5 1s the sink strength constant of defect d on

dislocations. pg;, is the dislocation density. Dy is the diffusivity of defect d. qu is the thermal
equilibrium concentration of defect d at dislocations. Grain boundaries can be described by an
array of dislocations such as small angle grain boundaries[29] and/or can be described as plane
defects with high defect concentrations as discussed in section 2.2. Defects (Ai, Bi, V) on grain
boundaries may have different chemical potentials from those inside grains. Distributed
dislocations on grain boundaries have elastic interaction with defects. Both the chemical

potential and elastic interaction cause driving forces for defect diffusion. Conventional rate



theory assumes that defects on grain boundaries remain their thermal equilibrium concentrations.
It should be a reasonable assumption after the system reaches a steady state. However, for a
system far from equilibrium, the assumption might be inappropriate. For example, if solute
interstitials have much higher diffusivity than that of vacancies, the solute interstitials may
accumulate on grain boundaries and form supper saturated solution. The excess interstitials
might be emitted back to interior grains. But it is also possible that the supper saturated solution
or vacancies leads to the second phase formation or void formation on grain boundaries which
are often observed in irradiated materials [30, 31]. In this work, the polycrystalline structure is
naturally described in terms of inhomogeneous thermodynamic and kinetic properties. The sink
of defects on grain boundaries is described by the local defect recombination g% enhanced by
high defect concentrations and high defect mobility. The assumption that defects on grain

boundaries remain thermal equilibrium concentration is released.

To calculate the defect generation rate g;°, one needs to know the fission product (FP) yields and
the kinetic energy distribution of the fission products. Greenwood [32] assessed the displacement
per atom (dpa) rate in LiAlO,, based on fission products. It is expressed as

dpa = 33.7XY (20)
where X is the °Li enrichment and Y is the burnup. Thus, the dpa rate can be calculated as

K =249 _ 33752 Q1)
dt dt

where dY/dt is the burnup rate. With the information of different defect generation in MD
cascade simulations, one can estimate the defect generation rate with the assumption that the

defect generation rate during the nuclear reaction is proportional to the defect generation rate in

the cascade under 6keV PKA.
mi

Xjmj

gi=K (22)

where m; is the number of defect i generated in the cascade under 6keV PKA.

Molecular dynamics (MD) simulations show that high-energy particle cascades in LiAlO:
generate Frenkel pairs as well as antisite defects at [Li, Al] sublattice[4]. The binding energy
between Li interstitial and Li vacancy is different from that between Li interstitial and Al

vacancy, similarly for Al interstitials. A large binding energy between interstitial and antisite

10



vacancy causes antisite defect formation while a small binding energy might result in the
association of antisite defects that affect their interstitial concentrations. For instance, if Al
interstitial and Li vacancy have strong binding, more Al interstitials become Li antisite defect,
hence, this exchange reduce Al interstitial and Li vacancy concentrations. To describe the effect
of binding energy on defect reaction rate, an exchange term g7 is added into g&. The exchange
rate between interstitial d and vacancy j is described as gz = B4j(Dgq + D)) cqc;. For example,
the exchange between Al interstitial and Li vacancy forms Al antisite and reduces Al interstitial
and Li vacancy concentrations). Bg; is a coefficient that is positive for the antisite dissociation
and negative for the antisite formation. Experiments show that Li on grain boundaries might
quickly diffuse to the free surface of the LiAlO: pellet along grain boundaries. The sink rate
depends on Li concentration on grain boundaries. In the simulations, the sink rate is defined as
S d(ci(r,t) — i)
0 dt
S;=0, if(cg—c)<0 (23)

S, =— , if(a—=¢H>0

where cie ? the equilibrium concentration of Li on grain boundaries in LiAlO, S, is a model
parameter describing the percentage of defects that are absorbed by the grain boundary, and f (1)
define the location of the sink (grain boundaries). S, = 1 indicates that all defects diffusing to
grain boundaries are absorbed by grain boundaries or all defects on grain boundaries quickly
diffuse to the free surface along grain boundaries.

Kj

The normalized time t* = %, diffusivity dj; = %, length V*= Vl,, and energy u; = o
0 0

are used to normalize Eq. (23). [, and D, = max {d;;} are characteristic length, the largest
diffusivity. R and T are the ideal gas constant and absolute temperature, respectively. Solving the
equations, one has the spatial and temporal evolution of species concentration c;. Atomistic
simulations [4, 33-35] and experiments [36-38] show that Li migration energy is about 0.5¢V to
1.26eV. The presence of defects associated with radiation damage and anisotropy of crystal
structure strongly affects Li diffusion barrier [34]. No valid kinetic data such as migration
barriers of Li, Al, and O interstitials and vacancy of Li, Al, and O exist in the literature.
However, the fact that the Al interstitial has a larger atomic size and higher charges than that of

Li interstitials suggests the diffusion barrier of Al should be much larger than that of Li. Table 1

11



lists the model parameters and thermodynamic and kinetic properties of species used in the

simulations.

Table 1. Model parameters

Parameters Name Values

Lattice constant a,c 0.5169,0.6268nm

dpa rate K 3.0x107°

Defect i 1:Li;, 2: Al;, 3:V
4:Li,5:0y,6: 0,

Coefficient of defect generation m; 16,8,24,—0.0148,16, 16

rate i=12-,6

Generation rates of different Ji (0.4,0.2,0.6,—0.00037,0.4, O.4)K

defects

Characteristic length [y 20 nm

Temperature T 500K

Migration energy of Li in bulk E} 0.5eV~1.26eV

Migration energy of Li via A E‘rlr]l 0.8eV

interstitial

Migration energy of Li via A E‘rlr]l 1.2eV

vacancy

Ratio of Al diffusivity via dgi 0.1dy;

interstitial

Ratio of Al diffusivity via vacancy dgy 0.01dy,

Migration energy of O via O A E‘rlr]l 1.0eV

interstitial

Migration energy of O via O A E‘rlr]l 1.2eV

vacancy

Pre-exponential factor in the die 1 aazvch (E lf )

diffusion coefficient via defect i

Equilibrium concentration of Cl_eq ( Elf ) exp(— Elf JkgT)

defect

12




Diffusion coefficient of defect i d;;j dje‘l exp (—AEY /kyT)
via defect j
Jump distance A Aa
Coefficient A V3 1
7via V, > via |

The number of nearest neighbors z 8
Coefficient a 1/6zA2
Debye frequency v 1.0 x 1013(1/s)
Atomic volume Q 1.04 X 10729(m3)
Formation energy of defect Li, Al, Elf 5.99¢V, 17.89%¢V, 1.67eV
O interstitials
Formation energy of defect Li, Al, Elf 1.91eV, 3.58¢eV, 6.26eV
O vacancies
Li absorption coefficient at grain So 0.2
boundary

4.0  Results

A phase field model of grain growth is used to generate polycrystalline structures. The grain
boundaries are defined by a shape function £ (1) = 2(1.— X% (1,,)?) that has the value of 0
inside the grains and continuously varies to 1 at the center of the grain boundaries as shown in
Fig. 1(b). The thermodynamic and kinetic properties of species on grain boundaries are defined

by the shape function f (1) and Al as described in previous section.
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(a) (b)
Fig. 1. (a) the polycrystalline structure, and (b) the shape function along AA’ and BB’ lines

shown in (a).

4.1 Effect of defect mobility and chemical potential on solute segregation in a surrogate

binary A-B alloy

The developed model can be reduced to a RIS model of binary alloys [8] if the [O] sublattice is
turned off, but with inhomogeneous thermodynamic and kinetics properties. We first simulated
the effect of defect mobility and inhomogeneous solute chemical potential on solute segregation
on grain boundaries in a surrogate binary A-B alloy. In the simulations, the concentration of
solute A in AB alloys is 0.1. We assumed that 1) the grain boundary is a neutral sink for
interstitials and vacancies; 2) dislocations are favored sinks for interstitials; and 3) diffusivity of
defects on grain boundaries are the same as that of interior grains. The sink strength of
dislocations can be calculated by z;4 0,4 for interstitials and z,,;p,4;s for vacancies [8]. z;; =
1.25, z,4 = 1.0, and dislocation density pg;s = 1.0 X 101*m? were used in the simulations. The
partial diffusivity of solute A via vacancies is set to be much larger than that of solvent B, the

partial diffusivity of A and B via interstitials is assumed to be the same, and they satisfy the

dav _ %) = 99 > 0. The dpa rate and other model parameters are listed in Table 1.

condition: ( T dm
The simulations were carried out in a polycrystalline structure with cylindrical grains as shown
in Fig. 1(a). The same polycrystalline structure but with smaller grains in a simulation cell

1281, x 128, x 321, ware used in the simulations. Fig. 2 shows the concentration distributions
of vacancy, total interstitial, and solute A on the plane of z = 32[, at time t* = 140. The colored
bars show the concentration, while the white lines denote the grain boundaries. It is clear that on
grain boundaries the vacancy and solute A have low concentrations while the interstitial has high
concentration. Vacancy and interstitial concentrations of interior grains are uniform, depending
on the grain size. For example, vacancy concentration inside large grains is higher than inside
small grains. In addition, interstitial concentration of interior grains is much lower than that of
vacancies. It can be explained that more interstitials sink to dislocations and grain boundaries
because interstitials have larger sink strength at dislocations and much higher diffusivity than

vacancies. The temporal evolutions of species on AA’ line are plotted in Fig. 3. The interstitial

concentrations inside grains and on grain boundaries decrease with time while vacancy
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concentrations increase. The concentration of solute A on grain boundaries decreases with time.
There is a flux of solute A from grain boundaries to the center of grains, which is in the opposite
direction of vacancy and interstitial fluxes. In irradiated binary alloys, the vacancy flux and

solute flux at steady state can be described as [8]

daidp; d dai
Ac, = cacpdaidpi ( Av_i)Ac 24
A 7 (dpicgDa+daicaDp) \dpy  dp; v (24)
C e d dai . .
This indicates that when (d—A" — d—““) > 0, the concentration gradients of solute A and vacancy
Bv Bi

have the same sign. Considering the fact that 1) vacancies diffuse to grain boundaries down the
concentration gradient, and 2) solute A should satisfy the mass conservation, the same sign of
vacancy and solute A concentration gradients indicate that solute A diffuses uphill away from the
grain boundaries. Therefore, the simulation results are in agreement with the prediction from the

RIS model.
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Fig. 2. Effect of defect mobility on defect segregation: (a) total interstitial, (b) vacancy, and (c)
solute A.
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(a) (b) (c)
Fig. 3. Evolution of defect concentrations along the line AA’ in Fig. 1 with a simulation cell

1281, x 128l x 321, (a) Interstitial, (b) Vacancy, and (c) Solute A.

The chemical potential of solute A on grain boundaries could be different from that in bulk.
Fig. 4 shows the effect of chemical potential of solute A on the segregation. u§% = —0.3eV
means that the formation energy of solute A on grain boundaries is 0.3eV smaller than that in
bulk. In this case, solute A segregates on grain boundaries as shown in Fig. 4(a). Increasing the
chemical potential from u$8 = —0.3eV to u$8 = 0.3eV, solute A on grain boundaries changes
from segregation to depletion as shown in Fig. 4. The results demonstrate that the solute
segregation or depletion on grain boundaries not only depends on the kinetic properties of

defects (relative diffusivity), but also the thermodynamic properties of solutes.

(a) (b) (c)
Fig. 4. Effect of chemical potential on solute segregation: (a) u$2 = —0.3eV, (b) u§% = 0.0eV,
(c) u58 = 0.3eV.

4.2  Effect of thermodynamic and Kkinetic properties of defects on segregation in LiAlO;

A number of thermodynamic and kinetic properties such as inhomogeneous chemical potential,
binding energy, diffusivity, and reaction rate of defects may affect the RIS in LiAlOo. It is very
complicated to calculate the chemical potential of species on grain boundaries in LiAlO; for the
following reasons: each species may have multiple energetically favored lattice sites, charge
state may be different at different lattice sites, local chemistry affects the chemical potential, and

all the effect factors change with time in irradiated LiAlO». The chemical potential of the species
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also depends on the types of grain boundaries. For simplicity, the chemical potential of species i
on grain boundaries is the same and is described by p; = uM + ué8f (). us® is the difference
of chemical potential of species i on grain boundaries and interior grains. In reality, Li may
diffuse to the LiAlO> pellet’s surface through the grain boundaries. MD simulation [4] shows
that the cascade (5keV) generates 13 Li interstitials and 3 Li antisites. The Li antisites may
associate to Li interstitial and Al vacancy, or the Li interstitial may combine with the Al vacancy
to form Li antisites. Similar reactions may take place for Al antisites. The term gle]x added to

g® describes these reactions. The rates of these reactions depend on the bonding energy E, },’i_BV
between interstitial and vacancy. E fi_ av and E fz_uv are -7.15eV and -9.30eV, respectively [21],
indicating that Al antisite is energetically favored. In addition, the defects in LiAlO; are charged.
For instance, Li and Al interstitials have positive charges and their vacancies have negative
charges. The O interstitial and O vacancy have negative and positive charges, respectively.
Different charged defects may have strong interaction that affects the local chemical potentials.
Density function theory (DFT) simulation shows that Al interstitial and O vacancy have strong
binding energy (-3.5eV) [21]. The aggregation of charged defects causes an electric field that
provides an additional diffusion driving force of defect diffusion. In this model, the long-range
interaction between electric field and charged defects is ignored while the short-range interface
between charged defects are indirectly described by the binding energies E ibjinding between
defect i and j in Eq. (3). Most thermodynamic and kinetic properties required in the model are
lacking although they can, in principle, be calculated using atomistic simulations. Therefore, in
this work we conducted a parametric study to assess the effect of thermodynamic and kinetic
properties on RIS in LiAlO», and demonstrate the capability of the developed model. In the
following simulations, we used a polycrystalline structure with a simulation cell

2561, X 2561, X 1l, in two dimensions.

4.3 Effect of Li chemical potential on segregation in LiAlO;

For a given chemical potential of Al and O on grain boundaries u$? = 0eV and uS8 = 0eV, the
effect of Li chemical potentials ( u°? = —0.1eV, —0.5eV,and — 1.0eV) on RIS were simulated.
For u’? = —0.5eV the evolution of Al, Li, and O concentration changes and total vacancy

concentrations are shown in Fig. 5. The results clearly indicate that as time increases: 1) the
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depletion of Al and O on grain boundaries increases and the segregation of Al and O at the center
of grains increases, 2) the segregation of Li on grain boundaries increases, and 3) total vacancy
concentration including Li, Al, and O vacancies depends on grain sizes. To compare the effect of
uSBon RIS, the distribution of concentration changes on the line BB’ in Fig. 1(a) at

t = 51401s are plotted in Fig. 6. As the chemical potential u’? decreases, Li segregation on
grain boundaries increases, the segregation of Al and vacancies inside grains increases, and O
segregation inside grains slightly decreases. Checking O vacancy concentration, one finds that O
vacancy segregates on grain boundaries and increases with the decrease of u?. The result
indicates that O has a flux from grain boundary to inside the grain, while O vacancy has a flux
from inside grains to grain boundaries. The low total vacancy concentration inside larger grains

shown in Fig. 5(c) also demonstrates that the vacancy flux is dominated by O vacancies.
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Total Vacancy at [Li, Al] and [O] sublattices
(a) (b) (c)
Fig. 5. Evolution of Al, Li, and O concentration changes and total vacancy concentration for Li
chemical potential on grain boundaries uf? = —1.0eV at (a) t* = 56, (b)t* = 945, and
(c)t* = 2056.

GB _ J—

0.003 | i = —0.1ev ufE = —0.1ev i
| — uff =-05ev 0002l — uff =-05ev

0002 — Hif =—1.0eV i — uf =—1.0ev

o
o
S
_

0.001

=4
oS
=]
—_

-0.001

o
=)
S
[\S}

-0.002

Change of Al concentration
Change of O concentration

_0.003 1 I 1 I 1 I 1 I 1 I 1 I 1 I 1 N
0 32 64 96 128 160 192 224 256 0'0030 32 64 96 128 160 192 224 256

Position (/) Position (/)

19



0.011 —_ ufiB = —0.1leV |
i — ufB = —05ev
— uff =—1.0ev

001 —

o
=)
S
=

o
=)
S
oo

0.007

Li and Al vacancy concentration

0.006 | ‘ | ‘ | ‘ | ‘ | ‘ | ‘ | ‘ |
0 32 64 96 128 160 192 224 256

Position (/)

Change of Li concentration

0.06

— uff=-01ev|
— uff =—-05ev
— uip =—1.0ev

128 160 192 224 256

Position (/)

Fig. 6. Comparison of Li, Al, O and vacancy concentration distributions along BB’ in Fig. 1(a) at

t* = 2056 for different chemical potential of Li on grain boundaries.

Because grain boundaries are sinks of Li with S, = 0.2, the change of total Li concentration at

grain boundaries or Li release from the grain boundaries can be calculated by

AGy; = H Utsi dt}dA/AO
S 0

(25)

where A, is the area of grain boundaries. Fig. 7 shows that Li release increases with the decrease

of the chemical potential u°Z.
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Fig. 7. Average Li release from grain boundaries in terms of Li chemical potential u°Z.

4.4  Effect of Li interstitial and Al vacancy bonding energy on segregation in LiAlO;

MD simulations show that high-energy cascades generate a large amount of antisite defects at the
[Li, Al] sublattice. The binding energy between interstitial and vacancy determines the antisite
stability. DFT results show that Al antisite has much lower energy than Li antisite [21]. It is
expected that Al interstitials are energetically favored to form Al antisites or Li antisites are more

likely to associate to Li interstitials and Al vacancies than Al antisites. The exchange rate g;;*

describes these reactions. The effect of exchange rate between Li interstitial and Al vacancy on
concentration in RIS are shown in Fig. 8. Varying the coefficient f3;; of the exchange rate ;7
from —0.25 to 0.25 means the easier formation of Li antisites to the easier association of Li
antisite. The association of Li antisites results in more mobile Li interstitials while the formation
of Li antisite results in less mobile Li interstitials. As expected, the results in Fig. 8 show that the
Li release from grain boundaries increases with the increase of the exchange rate g;7" (i.e., the

association of Li antisites).
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Fig. 8. Effect of formation and association of Li antisites on RIS.

4.5 Effect of interstitial diffusivity on segregation in LiAlO;

Defect mobility is one of most important properties that affects the direction of solute diffusion,
hence, the segregation and/or depletion of solutes. Fig. 9 plots the effect of the ratio of Al
interstitial and Li interstitial diffusivity on RIS. It can be seen that for a given dy; as dp;
increases from 0.001dy; to dy; the average Li release from grain boundaries first increases, then
decreases. For different dg; /d,;, vacancy concentration distributions on the line BB’ are plotted
in Fig. 10. When dp;/d,; is small, vacancies on both Li and Al sublattice and O sublattice
accumulate on grain boundaries. With the increase of dg;/dy;, vacancy segregation on grain
boundaries gradually becomes depleted, and the total vacancy concentration decreases. The
results indicate that a slow Al interstitial diffusivity increases vacancy concentration in the
matrix and results in a fast Li release. Examining the Li, Al, and O concentration evolution, it is
found that the Al interstitial diffusivity dg; changing from 0.001d; to d,; does not affect their
segregation and depletion tendencies on grain boundaries. However, the segregation of Li and
the depletion of Al and O on grain boundaries increase with the decrease of Al interstitial

diffusivity dp; for a given Li interstitial diffusivity dy;.
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Fig. 9. Effect of the ratio between Al and Li interstitial diffusivity on Li segregation on grain
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Fig. 10. Effect of the ratio between Al and Li interstitial diffusivity on vacancy distribution on

the line BB’ from Fig. 1(a) at t* = 2000 .
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4.6  Effect of Al and O interstitial binding energy on segregation in LiAlO>

Al interstitial and O interstitial may have a strong interaction because they have opposite
charges, which is measured by El.bjinding . This binding energy either results in a concentration

dependence of chemical potentials as described in Eq. (3), or a concentration dependence of
diffusivity as described in the rate theory [8]. In this section, we simulated the effect of a

concentration dependence of chemical potentials on RIS. The results in Fig. 11 show that

binding

attracting interaction (E; i < 0) between Al and O interstitial reduces the Li release from

binding

grain boundaries while a repelling interaction (E;; > 0) increases the Li release from grain

boundaries. From Eq. (3) if Eibji”ding < 0, the chemical potential of Al interstitial will be

proportional to ¢,; E ibjmdmg, and the interaction between Al and O interstitials provide a driving

bindingV c

force that is proportional to -E; i oi- As a result, Al interstitial has an additional flux in the

direction parallel to V c,;. Fig. 12 plots the distributions of Al and O interstitials, and vacancies
at Al and Li sublattice along the line BB’. The results show that O interstitial segregates inside
the grain. This means that the direction of O interstitial gradient V c,; points to the center of
grains. So Al should have an additional flux to the center of grains. The result in Fig. 12(a)
confirms that Al interstitial at the center of grains has a higher concentration when E ibjinding <0

. bindin, . bindi
and a lower concentration when E;; 9 > 0 compared with that when E ijm M9 =0,
binding
E; i

binding

has an opposite effect on vacancies at Li and Al sublattice. A negative E;; reduces

the vacancy concentration at the center of grains. The decease of Li release with the increase of
binding
E;

Section 4.4.

may be attributed to the decrease of vacancy concentration in the matrix as observed in
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Fig. 12. Effect of the binding energy on Al interstitial and O interstitial, Vacancy at Li and Al

sublattice and O interstitial distribution on the line BB’ from Fig. 1(a) at t* = 2000 .

5.0 Conclusions and Discussion

A microstructure-dependent rate theory model has been developed to investigate RIS in

polycrystalline LiAlO». The model assumed that the defect migration is driven by chemical

potential gradient. All the thermodynamic and kinetic properties of defects including chemical

potentials, diffusivities, sink strengths, and reaction rates are described as being microstructure-
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dependent by a set of phase-field order parameters that represent the grain orientations. In binary
alloys, the predicted effect of relative defect mobility (inverse Kirkendall effect) on RIS is in
agreement with rate theory. The results also show that the chemical potential of solutes on grain
boundaries, which is ignored in the conventional rate theory, plays an important role on RIS as
the relative diffusivity of defects and solutes. DFT and MD simulations demonstrated that the
defect configuration in irradiated LiAlO: are very complicated due to a potential charge effect. In
the current model, all the defects are treated as electrical neutral. In addition, since most
thermodynamic and kinetic properties of defects are lacking in LiAlO», a parametric study of the
effect of defect thermodynamic and kinetic properties on RIS was carried out with the developed
model. The results indicate that for the case when Li has a lower chemical potential (thus strong
sinking strength on grain boundaries) and a higher mobility than Al and O, Li tends to segregate
on grain boundaries while Al and O tend to segregate at the center of grains. With the knowledge
of phase diagram in Li>O and Al,O3 system [39], the enrichment of Li on grain boundaries may
result in the dissolution of LiAlsOg. The enrichment of Al and O at the centers of grains may
cause the formation of LiAlsOs. Such dissolution and formation of LiAlsOg particles are
observed in irradiated LiAlO;. Energy-particle cascades generate a large portion of antisite
defects such as Liaj and Al [4]. DFT calculations showed a large difference for the formation of
antisite defects (Liai, AlLi, Alo). It is found that the dissociation of Lias increases the Li
segregation on grain boundaries and Li release from grain boundaries. The ratio of Al interstitial
and Li interstitial diffusivity significantly affects Li segregation on grain boundaries. Also, given
d4; (A=Li) while dp; (B=Al) increases from 0.001dy; to dy;, the average Li release from grain
boundaries first increases then decreases. For example, the interaction between charged defects
Al interstitial and O interstitial with opposite charges, has been indirectly described by

concentration-dependent chemical potentials with their binding energy. The results showed that

binding

an attracting interaction (E; i < 0) between Al and O interstitial reduces Li segregation on

binding

grain boundaries while a repelling interaction (E; i > 0) increases the Li segregation.

In summary, the simulations demonstrate the model capability for assessing the effect of
thermodynamic and kinetic properties of defects on the segregation or depletion of species in
polycrystalline LiAlO», and for predicting the effect of irradiation conditions on phase stability.

The defect evolution is important for studying the microstructure evolution of LiAlsOg and voids
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in irradiated LiAlO; that are key for predicting the material degradation such as thermal
conductivity and for modeling the effect of microstructures on tritium release kinetics. Although
the model has the capability, the results are qualitative because of the lack of thermodynamic and
kinetic properties such as the chemical potential of species on grain boundaries, the binding
energies of different defects, and the diffusivities of mobile defects. Lee et al. [21] calculated the
formation energies of defects in a single crystal LiAlO2. The follow-on work of this team will
inform the thermodynamic and kinetic properties of defects for the model presented in this work.
Furthermore, all the defects in LiAlO; are charged. The accumulation or depletion of defects
might cause an electric field that affects the thermodynamic and kinetic properties of defects. For
follow-on work we will modify the model by taking the charge and electric interaction into

account.
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