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Abstract

Drawing upon globally recognized efforts by a variety of institutions, the paper develops a practical and defensible
framework for consideration and use by the International Atomic Energy Agency (IAEA) to support the adoption of credible
ethical standards for autonomous and intelligent systems (AIS). The analysis is based on a future hypothetical AIS that
identifies signatures of misuse, diversion, and other research and development (R&D). The hypothetical system serves as an
exemplar for subject matter expert (SME) workshop participants to begin to answer ethical AIS questions around how these
systems should be governed and maintained, what the internal and external considerations associated with artificial
intelligence (Al) tools are, and where the boundaries between ethical and non-ethical uses are. The ethical AIS workshop
explored several important topics:

(a) Recommendations that can be currently implemented by the IAEA,

(b) Proposed defensible criteria and metrics aligned with an ethical Al for safeguards implementation,

(c) Discussion of future needs and capabilities, and

(d) Derive appropriate next steps and actions to support filling current technological, operational, and cultural gaps and
realizing an effective ethical Al for safeguards framework.

The Establishing Ethical Guidelines for Applying Al to IAEA Safeguards project creates awareness in the
community of the ethical AIS approach.

1. INTRODUCTION

The Establishing Ethical Guidelines for Applying Artificial Intelligence (Al) to International Atomic
Energy Agency (IAEA) Safeguards project initiated a study in 2020 to develop and apply a practical and
defensible ethical Al evaluation framework to IAEA safeguards Al technology [1]. Employing such a framework
will help the TAEA ensure autonomous and intelligent system (AIS) uses are accepted, or at least understood, by
Member States.

One of the more robust frameworks considered, developed an ethical certification process with criteria for
transparency, accountability, privacy, and algorithmic bias in AIS [2]. The certification process employs an
efficient expert- and knowledge-driven method for quickly iterating the elements and variables of proposed AIS
solutions that tend to affect a system’s overall ethical qualities. An expert-driven approach may be attractive to
the IAEA because of the commitment to being non-discriminatory and using consensus decision-making.
Demonstrating that an AIS is ethically certified may reduce or completely remove hesitation by stakeholders about
using AIS for safeguards applications.

The project team developed a comprehensive safeguards use case that uses AIS to find indications of
diversion and misuse, including research and development (R&D) activities. The use case is the primary
mechanism to elicit ethical requirements and metrics from subject matter experts (SMEs) in this project. The
safeguards use case supports the final goal of the project, which is to deliver ethical verification criteria for AIS
safeguards technologies that will promote ethical integrity in the full life cycle and regulatory processes within
this emerging domain.

Because this is an evolving field, little is known or understood about the key dimensions pertinent to
providing ethical verification of AIS safeguards technology. However, ethical guidelines are vital because it will
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be extremely challenging to reconcile adopting AIS capabilities to improve the effectiveness and efficiency of
safeguards with maintaining stakeholder trust by affirming that the algorithms are rigorous, transparent, and non-
discriminatory. Given increasing global attention to ethical uses of AIS and the IAEA Department of Safeguards’
interest in AIS, this study provides both timely and constructive information to support the IAEA’s Al strategy
development.

2. BACKGROUND

As identified in both the Safeguards R&D Plan [3] and “Development and Implementation Support
Programme for Nuclear Verification, 2020-2021” [4], the IAEA is currently “identifying, evaluating, and testing”
Al-based or automation-based capabilities to support open-source searches, network analysis, trade analysis,
surveillance review, and continuous environmental scanning of the Department of Safeguards’ operating
environment. The automation and efficiency gain brought in by the Al-based or automation-based capabilities
may also bring unintended and unethical consequences. Effective ethical AIS frameworks can help stakeholders
identify critical needs in the areas of transparency, accountability, algorithmic bias, and privacy, develop strategies
to address those needs, and ensure the appropriate mitigation efforts remain effective over time. The right ethical
AIS framework will help stakeholders build trust in the AIS.

2.1. Current initiatives in Al and ethics

Safeguards literature does not address ethical uses of AIS, however, studies in other domains provide
insight. It is common practice for private industries, governments, and organizations to create guiding principles
documents or statements about the ethical use of AIS; it serves as a messaging tool to the world that they are
committed to “ethical AI” (fair, unbiased, and transparent algorithms). According to a study published in Nature,
only 9% of reports containing ethical principles for AIS come from international organizations, while the majority
come from private companies and governmental agencies, followed by academic institutions [5]. However, few
of these statements include actionable evaluation criteria and validation strategies.

Many U.S. corporations have adopted different approaches to address ethical Al, such as creating oversight
boards and committees, issuing guidelines, and creating tools to operationalize ethical Al principles. Table 1
provides some examples of U.S. corporations that maintain organizational ethical Al guiding documents [5].

TABLE 1. CORPORATIONS AND THE TITLES OF THEIR ETHICAL AI GUIDELINES

Corporation Title

Google Our Principles

IBM Everyday Ethics for Artificial Intelligence. A Practical Guide for
Designers and Developers, IBM’s Principles for Trust and Transparency
Artificial Intelligence. The Public Policy Opportunity, Intel’s Al Privacy

Intel Corporation Policy White Paper. Protecting Individuals’ Privacy and Data in the
Artificial Intelligence World

. Al — Our Approach, Responsible Bots: 10 Guidelines for Developers of

Microsoft .
Conversational Al

Unity Technologies Introducing Unity’s Guiding Principles for Ethical AI — Unity Blog

In addition to internal documents, several organizations have joined to develop industry best practices, like
the efforts of the Partnership for Al to Benefit People and Society [6,7], and the World Economic Forum’s
Empowering Al Toolkit to help business leaders in their decision-making around AI [8]. In the U.S., the
Department of Defense (DOD) and the U.S. Intelligence Community have developed and implemented ethical
principles [9-11]. Many academic institutions have departments and centers to advance and promote Al research
such as Stanford’s Institute for Human-Centered Artificial Intelligence [12], MIT Media Lab [13], and the Al
Now Institute at New York [14].

Internationally, the European Commission established the High-Level Expert Group on Artificial
Intelligence (AI HLEG) in 2018 to develop Ethics Guidelines for Trustworthy Artificial Intelligence (AI) [15],
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and in 2021 the United Nations published A Framework for Ethical Al at the United Nations [16]. The Institute
of Electrical and Electronics Engineers Standards Association (IEEE SA) has several initiatives through its Global
Initiative on Ethics of Autonomous and Intelligent Systems. Through its expert-driven approach, IEEE created
the Ethically Aligned Design (EAD): A Vision for Prioritizing Human Wellbeing with Autonomous and Intelligent
Systems document and established over twelve standards working groups inspired by EAD. The IEEE P7000
standards series addresses issues at the intersection of technological and ethical considerations identified by EAD
by putting principles into practice for AIS [17]. IEEE SA also created the first certification process in 2018, the
Ethics Certification Program for Autonomous and Intelligent Systems (ECPAIS), now called IEEE Certif AIEd™,
which allows organizations to provide evidence for their due diligence to ensure their AIS products and services
are ethically aligned [18]. In 2020, an IEEE SA team developed an ECPAIS use case for contact tracing apps
(CTA) and contact tracing technology (CTT) to address how to verify greater ethical transparency, accountability,
and privacy demonstrations in CTA/CTT [19]. In 2021, Vienna, Austria became the first city in the world to earn
the IEEE Certif AIEd™ Al Ethics (AIE) Certification Mark to advance the city’s Digital Humanism strategy [20].

Borrowing elements from different ethical Al initiatives like the Empowering Al Toolkit, the Ethics
Guidelines for Trustworthy Al, and IEEE Certif AIEd™, the Establishing Ethical Guidelines for Applying Al to
IAEA Safeguards project team developed an ethical Al safeguards use case. The safeguards AIS analyzes data
from satellite imagery, literature and publishing sources, public records sources, social media data, and IAEA
internal documents to find indications of diversion and misuse, including R&D. The use case is meant to be far-
reaching to elicit SME discussion on transparency, bias, accountability, and privacy of such systems without being
side-tracked with current policies, procedures, and availability of technology.

3. USE CASE AND ETHICAL AT FRAMEWORK

The safeguards use case is the primary mechanism to elicit ethical AIS requirements and metrics from
SMEs. The use case design supports safeguards mission needs and improves current operations; it is forward-
looking and broad enough to evoke discussion and requirements over the ethical Al landscape including bias,
transparency, accountability, and privacy.

3.1. Ethical AI framework

The tailorable quality of the IEEE CertifAIEd™ criteria for certification in ethical transparency,
accountability, bias, and privacy make the ontological specification reports attractive references to use for this
study [21-24]. The ontological specification reports provide methods to assess and benchmark Al systems and
organizations in their ethical performance regarding the key ethical principles of transparency, accountability,
bias, and privacy. A set of goals and factors exist for each ethical principal and the degree to which those goals
and factors are met influence the ethical performance of the AIS and organization. For example, some factors that
enable ethical transparency, called drivers, are clarity and consistency of AIS operations and awareness of AIS
interaction; and some factors that hinder ethical transparency, called inhibitors, are behavioral obfuscation and
protection of trade secrets. The criteria documents also define ethical foundational requirements that describe
actions, processes or structures that need to be in place to meet each goal, as well as evidence and metrics used to
verify them. The goals, requirements, and metrics provide a pre-populated guide to create a tailored suite of
recommendations for an ethical Al framework for safeguards Al technology. The process uses collective SME
exploration of the AIS to generate the underlying ethical criteria or metrics that either impede or encourage the
attainment of an ethically developed, operated, and maintained AIS.

3.2. Hypothetical safeguards Al use case

The hypothetical Al system developed in 2021 supports IAEA analysts by identifying signatures of misuse,
diversion, and other undeclared nuclear fuel cycle R&D in 2031 [1]. The AIS described in this use case comprises
sub-systems, or engines, used as part of the complete system or on their own. The system analyzes satellite video
to identify the goods, services, and intellectual capabilities entering a given boundary and correlates that
information with possible undeclared R&D. The machine vision/path analysis engine processes real-time satellite
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video feeds to back-calculate vehicular paths entering the boundaries of interest and identifies anomalous paths
(see Fig. 1).
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FIG 1. A) The machine vision engine identifies vehicles in the imagery [25], and B) the path analysis engine back calculates
paths of all vehicles of interest [26].

Waypoints, or nodes, identified from the anomalous paths seed further analyzes. The geolocation of each
anomalous node initiates a workflow using a suite of independent AISs, or engines, which process targeted open-
source information streams from public records, social media, and literature. Foundational to the system are the
two components tailored solely for IAEA operations: the safeguards neural engine and the open-source platform.
The platform has two primary roles: 1) to make specific information requests of the various engines and 2) to
properly move and filter data between system components. The safeguards neural engine is the highest level AIS,
responsible for consuming data from all of the engines (Fig. 2A), analyzing the data, making actionable
recommendations on the likelihood of misuse and diversion, and utilizing user and system feedback to improve
the accuracy and confidence in the system (Fig. 2B). On the periphery of the system are the user interface(s) and
data archive.
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FIG. 2. A) Information feeding into the safeguards neural engine and B) output pathways and analysis.
4. CRITERIA CREATION WORKSHOP

The objective of the Ethical Guidelines for AI Applied to International Safeguards workshop is to explore
the relevancy of current ethical Al frameworks to the international safeguards community, elicit the benefits to
member states and the IAEA, and understand implementation pathways given current and future structures.
Participants engaged in interactive dialog and digital whiteboard activities to provide their insights, thoughts, and
concerns regarding data sources, algorithms, bias, transparency, and privacy on the AIS safeguards use case
described in section 3.2. The workshop objectives were as follows:

— Provide an overview of AI/ML in the safeguards context
— Introduce ethics criteria and an assessment framework
— Develop consensus on use case impact levels

— Identify safeguards relevant ethical criteria and metrics

The workshop was structured as a moderated virtual collaboration, focused on facilitating an open
exchange of ideas on the art of the possible with respect to the future of ethical Al for safeguards. Attendees
represented a cross section of the subject matter expertise anticipated to have an impact on Al and ML for
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safeguards, contributing to the first-ever study ethical Al for safeguards. This first round of expert elicitation was
limited to U.S. Department of Energy (DOE) participants, but future workshops will extend to others.

4.1. Workshop goals and structure

The goal of the workshop was to explore ethical verification criteria for AIS safeguards technologies that
will promote ethical integrity in the full life cycle and regulatory processes within this emerging domain.
Participants attended a virtual two-part working meeting in September 2022. Each day began with welcoming
remarks, a crash course on the collaboration technology!, and an icebreaker activity fostering an open environment
for discussion and ideation. Presentations included an AIS overview, introduction to the ethical Al framework,
and introduction to the safeguards use case. Interactive activities involved contemplating the risk level of the use
case, culling the pre-populated IEEE goals and requirements on the collaborative digital white board, and
conducting an IAEA alignment, barriers, and adoption exercise. At the end of each day, participants provided
feedback on the ethical Al framework and the workshop.

4.2. Workshop outcomes

This workshop was the first step in creating a shared vision of ethical Al in safeguards and benefitted from
the variety of views and values of those affected by this technology. There were 15 participants representing a
mix of IAEA and safeguards experts, data scientists and analysts, and developers. The diversity of expertise, as
well as thoughts and comfort levels with AIS, produced incredibly rich and thoughtful discussions throughout the
entire workshop.

Initial activities focused on preparing participants for collaborating virtually by getting them comfortable
with each other and the AIS use case. The icebreaker activity allowed participants to explore their hopes and fears
about applying Al to safeguards; providing participants a chance to open up and become comfortable engaging
with the group. The icebreaker revealed broad consensus that AIS would be desirable if it improves the efficiency
of conducting verification tasks by reducing analyst time doing repetitive tasks. Similarly, there was considerable
concern with AIS tools not being well aligned with the safeguards user community. The use case was introduced
in a presentation and followed by a feedback activity examining each of the engines for strengths, additional
functionality, deficits, and impact level. In general, participants found the use case realistic and on average of
medium impact?. They rated the social media and public records engines, for example, as high impact® with
concerns about releasing personally identifiable information or sensitive personal information, the use of false
social media profiles, and confusion with people having the same name.

The primary goal and set of activities for the remainder of both sessions was to select safeguards relevant
goals and requirements (discussed in 3.1) as applied to transparency, bias, accountability, and privacy. Direction
for participants was to discuss and reflect on the requirements that were deemed most relevant to the IAEA, and
those that would be attractive to Member States. A representative outcome of this activity for ethical bias can be
seen in Fig. 3, showing just one of the goals for comparison. For illustrative purposes, the goal “System behavior
monitoring” was found to be useful for both the IAEA and Member States so it was populated in both columns,
but the reasons why it was useful are quite different. For the IAEA, understanding how the system is behaving is
important, and there is some nuance involved in determining what is considered a protected characteristic for the
IAEA, and how biases around those protected characteristics will be tracked. Member States, on the other hand,
might be concerned with misuse of the AIS and their data, and the “System behavior monitoring” goal and
requirements may help alleviate those concerns.

I MURAL is a company with an online platform that connects people with a digital whiteboard used for visual
collaboration and exploring ideas.

2 Medium impact is defined as the anticipated impact to stakeholders is between low and high impacts. Low impact is
having little to no anticipated impact on the health, welfare, safety, and ethical values of stakeholders.

3 High impact is defined as presenting a likelihood of injury or harm to the stakeholders.
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Requirements Selection and Analysis for the IAEA

BS- System behavior monitoring

This driver goal aims to ensure the inclusion of protected characteristics (and

I against such characteristics) is clearly documented with appropriate
Justification for their use. This considers that within specific concepts of operation,
protected characteristics may be valid and required for a fair AIS outcome

The organization shall:
a) Have a monitoring process in place to track AIS behavior patterns to identify
bias in the system outcomes as they develop

b) Have an intervention plan in place for when AIS system behavior becomes.
unacceptably biased, including:

specified intervention triggers; a protacel for how to initiate a corrective
intervention

) The time frame for manitoring shall be appropriate for a system and the context

1 think this is valid, understanding
how the system is behaving seems
crucial. The monitoring system itself i
doesn't necessarily have to be  Characteristics maps to
another "Al" - a process could this domain. Is
potentially just consist of someone  everything other than
‘who manually checks random the 6(?) SSFs a
instances against a flowchart of protected
"biased things to avoid", or Fnciarsic
someone analyzing the data ECIRRCIEES
surrounding predictions to see if
anything is anomalous or potentially
problematic.

Interesting to think how
the notion of protected

Requirements Selection and Analysis for Member States

B5- System behavior monitoring

This driver goal aims to ensure the inclusion of protected characteristics (and
evaluation against such characteristics) is clearly documented with appropriate
justification for their use. This considers that within specific concepts of operation,
protected characteristics may be valid and required for a fair AIS outcome

The organization shall:

a) Have a monitoring process in place to track AIS behavior patterns to identify
bias in the system outcomes as they develop

b) Have an intervention plan in place for when AlS system behavior becomes.
unacceptably biased, including:

specified intervention triggers; a protocol for how to initiate a corrective
intervention

) The time frame for monitoring shall be appropriate for a system and the context

MSs will likely

have concerns
over misuse of
an AlS. This will

help alleviate
those concerns.

FIG. 3. Snapshot of ethical bias requirements and selection analysis germane to the IAEA (left) and attractive and/or useful

to Member States (vight) activity.

4.2.1. Requirements selection and analysis for the IAEA

A portion of the IAEA’s goals and requirements selection activity, including comments, is shown in Fig.
4. Goals that require clear definitions and communication about the AIS were all selected as relevant and useful
to the IAEA (e.g., defining the intended purpose of the AIS, modes of operation, required data inputs and outputs,
and user interactions with the AIS). Similarly, goals that increased confidence in system behavior were considered
very relevant and useful to the IAEA (e.g., through reporting, auditing and record keeping, human intervention
mechanisms to interrogate algorithms, data, and results, and using quality management processes).

Notably, participants found several goals that require quality and security controls to be universal and
already standard practice at the IAEA. These already in place structures include ensuring risk mechanisms are in
place to decommission systems and software, strong human oversight practices, extensive technical training,
privacy controls, and capabilities to identify and respond to bias. Requirements in these categories could provide
a useful starting point for implementation as they are well aligned with current IAEA processes and culture.

A3-Human Oversight
A2- Clarity of operations £ !AEA always
B Organizal Bty and matdrity, Transparency as existing for the AIS product, service, or This driver goal identifies whether or not an organization is upholding incorporates
system in terms of clear definition and articulation of the a holistic approach to human agents being able to understand an AIS human reviews
_ o ) f 1o In GariaUe envi product, service, or system behavior in order to be able to intervene as . = |
The s maturity, i appropriate. This includes being able to set up a process to deny into their analyses-

and political will/good faith for ethical assurance. Al and A2 are really

important to ensure te that all facets and modes of

continuation of activity and assess the context to ensure timely
ction. in human oversight, the

-this will be
ion should be mindful of and mitigate against harmful or important with AlS

Demonstrate that a suitable and sufficient organizal 1,y i from States 35 Well as the op
governance framework is in place, reflecting capab
maturity, and to ensure legal

rs, and contexts are analyzed under various

detrimental human intervention. as well

and clearl
and ethical accountability =y

system
It will be important to

ensure anyone at the
IAEA using AIS are

A4- User Interaction

This driver g i users are bel

d for design, deploy D
and maintenance modes for the product, service, or

human oversight capability throughout the product,
service, or system life cycle, including any human intervention
mechanism, and mitigation of potential harmful effects from human
intervention

AS5- Upholding Ethical Profile

The agency will

R s products, services, or systems In the  appropriately trained This driver goal seeks to ascertain whether efforts to maintain  certain! ave to
y
coptextof vee e A oo b o an ethical profile of AIS products, services, or systems are in 0 2o ntability
y rinterecting wi < - - s

opportunities to vet or veto the system prior to use, during use, of to opt-out after the AIS is well place with respect to accountability requirements and criteria/ s :

the user to chall 3 designed iors, mapped to the izati ethical policiesand | for living up to its
10 enable: values. own (and MS)

2) Pre-use awareness of the type of product, service, or system they are INeraCting  c.. oo to know Rl e

with,incluling whether there.i<.an AIS element antatons ofsysem ) Demonstrate that efforts are put in place to include 9 :

bt e i, feslmen Kot accountability criteria/behaviors as part of the AlS ethical

) The user ge an AIS decision ficiently processes, fonel

) The user to understand the full terms and conditions (T&C) that apply 10 any. awarenees of system so profile

nteractions that you can sk th right . - .

) The user. ata later Interacti questions or interpret b) Mapping algorithmic AIS ethical profile to the

answers. organizational ethical policies and values

FIG. 4. Snapshot of ethical accountability goals selected as useful to the IAEA

The following details the key considerations about the IAEA that surfaced through the workshop:

— Participants found the organizational governance goal and its requirements of having the capability,
maturity and governance processes to ensure legal responsibility and ethical assurance important for all
key principles. It will be important to develop messaging early about what the AIS is used for and how
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transparency, bias, accountability, and privacy will be tracked and addressed. They also thought the
requirements and messaging would be important to ensure buy-in from member states.

— Having clearly defined and communicated concepts and results of operation were deemed particularly
useful for the IAEA to address concerns related to bias and accountability. The clarity and concepts of
operation would help ensure continued alignment given the IAEA’s high turnover rate.

— Ensuring there is organizational capability to correct emerging or detected bias during development,
deployment, and operation through risk management, design changes, and compensation mechanisms
are useful. The capabilities may help prevent/ address claims from States about discrimination, and they
align with existing best practices at the IAEA of justifying decisions that ultimately lead to safeguards
conclusions.

— System behavior monitoring to track for bias patterns and intervene in a timely manner is also important
to understand how the system is behaving, and they recommend a human periodically checks the system
for biases.

— Participants thought the human oversight goal and requirements for accountability and privacy fit well
with existing IAEA practices of incorporating human reviews into analysis. The I[AEA would need to
have frequent, if not constant, monitoring of any disclosure risk. A human should be able to intervene to
prevent or correct any privacy issues.

— Demonstrating efforts are in place that include accountability and transparency criteria and behaviors as
part of the AIS ethical profile as the IAEA will have to own accountability for living up to its own ethical
guidelines.

— The user interaction goal seeks to ascertain how potential users are being made aware of the existence
and functions of an AIS element within products, services, or systems used for safeguards. The
participants found this relevant to the IAEA to ensure there is appropriate training, knowledge of data,
processes, and limitations so the user can ask the right questions and interpret answers correctly.

— The ethical architecture, design, and development for AIS privacy goal requires organizations to promote
a culture of peer and stakeholder accountability, and provides opportunities to raise concerns. This goal
and requirement was determined to be relevant for ethical privacy as a fundamental work practice
requirement and not just for AIS. Protecting States’ confidential data and the IAEA’s own work product
is a necessary requirement in general.

— Decommissioning goal requires having risk and control mechanisms put in place in the decommissioning
of AIS. Many of the participants said they have not thought about decommissioning or retirement of AIS
before the workshop, but agreed it was an important requirement for privacy. Because of the rapid pace
of development of AIS, ethical decommissioning processes may help ensure the privacy of Member State
data from cradle to grave. Participants emphasized similar processes are not unique to AIS and should
already exist at the TAEA.

4.2.2. Requirements selection and analysis for Member States

The participants also analyzed goals and requirements they considered attractive for Member States. These
particular requirements may have the potential to ease Member State concerns about AIS used for safeguards
(e.g., being falsely accused of noncompliance, unjustified bias, not knowing how their data will be handled and
how privacy will be maintained, and not knowing who is accountable). The primary results are described:

— Organizational Governance was an attractive requirement for Member States as it provides assurances
that the IAEA is capable of governing, maintaining, operating, and properly decommissioning these Al
tools, ensuring information is protected, and that there is no unjustified bias against the Member State.

— Clarity of AIS Operations could provide Member States pertinent details on how the AIS will be
deployed, and operated.

— Properly executing the requirement of the System Behaviour Monitoring goal can mitigate Member States
concerns over misuse of an AIS.

— Justified Use of Protected Characteristics is critical as the use of a variety of Member State information
is likely to be a primary concern, which the IAEA will likely need to assuage. In this context, protected



TAEA-CN-303-290

characteristics could include various forms of proprietary information and safeguards confidential
information.

— End-user Awareness of AIS and Empowerment seeks to ascertain how potential users, potentially

Member States, are being made aware of the existence and functions of an AIS.

Ethical Architecture, Design, and Development for ALS and Decommissioning were deemed attractive to
Member States as they provide an early understanding of how data and privacy will be handled and
maintained throughout the lifecycle of the AIS.

4.2.3. Challenges and further discussion

The following goals and requirements were not selected by the workshop SMEs, however they evoked

several questions that warrant additional discussion and consideration for future work:

Upholding an ethical profile for AIS could be useful to maintain ethical accountability at the IAEA.
Clearly defining how users interact with the AIS could be attractive for member states to understand
accountability.

Clearly defining and communicating context alignment could be attractive for member states to
understand bias and how it is considered in the AIS.

While likely important to uphold an ethical privacy standard, the ethical profile goal caused some
confusion about what this means for JAEA.

Participants provided ideas on potential challenges for implementing and validating all of the requirements

they selected, a portion of this activity is shown in Fig. 5 for implementing ethical privacy requirements. Some
challenges include limited resource allocation, determining the level of information to share with different
stakeholders including Member States, figuring out who owns the data before and after its been altered by the
AIS, how training data is obtained and where it comes from, and preventing accidental disclosure from externally-

facing AIS.
What will be the most challenging part of
implementing and validating these requirements?
How to prove that a privacy
Level of i
what to message/explain . 5 1.
R mmunicetan 15 et cleens of prot.ectlorj ac‘tua!ly works? It's
) basically impossible to explore
required wrt discrimination or MS ;
cxtornal : iy s the entire parameter space of
idiorcitars issues) and whatto just Loy 45 have a data breach, so
Impement _'mert”a”ydw'th how do you provide "sufficient
no messagin O reduce "
Explainability of the = "™ mgre%ém e confidence” that you won't have
i : one?
Al - having MS attacked/judged)
understand how
their data is being (Maybe this isn't actually a thing,
used and how the since the IAEA already works
AlS is affecting with MS data.)
isi H Id training data b :
ARAdecsions rovidedto reassure states  Preventing accidental  privacy
Could you use that the AlS is trained / disclosure from requ'_rements
training data from functioning correctly - just externally-facing Al keeping up
State A for evaluation o release the origin of the systems, or from with evolving
of State B? data? sharing data, etc. Al
FIG. 5 Snapshot of ethical privacy challenges
4.3. Going forward

In the final activity, participants provided thoughts about their workshop experience and potential next

steps; some of the key observations are detailed:
(a) Is this a methodology that could be adopted by the IAEA?

(1) Yes, but as mentioned a few times, in a stepped approach as the Al develops. Leverage what the
IAEA is already doing well and transition it to AIS. Then extend it in the future.

(i) Need to bridge the gap between the high-level goals and how they would be implemented by the
"boots on the ground.” If the implementation becomes too onerous, then the methodology becomes
untenable. If the implementation is palatable, then the methodology is great.
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(iii) Yes, I think so, and it may encourage the IAEA to revisit transparency on other matters
(b) What portion of this framework do you feel would be most impactful to the IAEA?

(i) Having a governance structure (at least some initial, small-scale framework) would likely help the
IAEA. They could probably borrow a lot from the other work being done in the EU on this topic.

(i1) There are many at the IAEA who might not realize that any of this is a thing at all (meaning all of
these ethics components of AIS). Simply showing them information like this might provide them
with that insight.

(iii) Using it to determine the balance between transparency and privacy.

4.3.4. Potential starting points for implementation

The workshop participants detailed activities that the IAEA has significant depth and experience in that
aligns well with the particular Ethical AIS goals. This expertise includes efforts on decommissioning systems,
developing privacy controls, and developing and operating an effective and rigorous quality control program
(QC). Additionally, participants suggested that cost free experts could be used to help expand the program by
integrating appropriate ethical AIS framework requirements into the QC programs.

5. CONCLUSION

The Establishing Ethical Guidelines for Applying Al to IAEA Safeguards project team developed a broad
and far-reaching safeguards use case, allowing the team to engage SMEs to analyze and generate a tailored set of
ethical considerations around bias, transparency, accountability, and privacy. The first round of elicitation
produced pragmatic insights about how an ethical Al framework could be useful for safeguards AIS, what the
challengers are, and how ethical requirements could be implemented at the [AEA. It would be beneficial to expand
engagement to a broader set of stakeholders including international SMEs, other ethical Al experts, and the IAEA.

While the use case developed covers numerous AIS technologies, it focuses on information that could be
gleaned via AIS from outside of a facility to understand the R&D activities occurring within the facility. However,
the study does not cover the use of a physical AIS (e.g., robots, drones, etc.) conducting in-field verification tasks.
Unmanned AIS capable of navigating and operating within a facility pose unique ethical challenges that will need
to be addressed, prior to deployment of such systems. Logical next steps would include 1) validate the practical
operation of ethical AIS protocols and procedures with a physical AIS use case and 2) developing an ethical AIS
verification system(s) to support safeguards development, advancement, and adoption of AIS tools. Exploring the
ethical Al framework using a broader set of stakeholders and at least two different and representative use cases,
will provide for a more robust analysis where the ethical considerations can be associated with quantitative and
qualitative metrics applicable to the safeguards domain, thus creating a mechanism to verify and validate that the
requirements have been met.

Global deployment of AIS and its impact on all of our lives is a certainty, and unethical and sometimes
devastating consequences of AIS operation are an unfortunate reality, but they are not inevitable. The IAEA has
the potential to reap enormous benefit from AIS by potentially freeing up intellectual resources to focus on critical
nuanced analytical challenges. Because of the international stakeholders, diverse staff, and sensitive nature of the
data collected and analyzed, the IAEA is well positioned to develop, deploy, operate, and retire AIS in an unbiased,
accountable, secure, and transparent manner. A defensible ethical Al framework may support Member State
acceptance of AIS adoption particularly if done in a phased approach prioritizing goals and requirements already
aligned with existing procedures and processes and building upon the framework as appropriate.
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