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How can we inexpensively and automatically provide developers detailed performance 
data when they run tests?

Challenge: Maintaining application performance on HPC systems is difficult

How can we help developers track performance over time and understand variations in run-to-
run performance given the state of the HPC system?

How can we help the developer/user/admin community identify system issues?

Challenge: HPC system state can strongly influence application performance

How can we enable developers to identify performance issues “in the wild” and respond 

proactively?

Challenge: Resolving application performance issues “in the wild” after deployment is expensive

Vision: Continuous Monitoring of Application/System 
Performance is Archived and Easily Accessible/Analyzed for 
Developer/HPC Admin Response



General purpose analysis software used 
by many government agencies to answer 
engineering questions in the national 
security problem space

One of the most-executed applications on 
SNL HPC resources

Often used as part of acceptance suites 
for HPC hardware, tools, etc.

Defining feature is high performance on 
variety of commodity and advanced 
platforms, e.g., Trinity, Sierra, Crossroads 
& El Capitan (future)

Use Case: SIERRA High Performance Multi-physics 
Engineering Analysis Apps4



Maintain large performance test suite 
(~450 tests)

Run performance tests on important HPC 
platforms nightly

Pass/fail on rudimentary criteria

• Total runtime

• Memory high-water

• Output/results comparison

How do developers track variability 
and/or trends in the performance 
tests?

How does SIERRA maintain cross-platform performance?5



How does SIERRA maintain cross-performance?6

Scrape log files and store limited data for 
historical/longitudinal analysis

Historical data can help identify issues

• Correlation with key events (e.g., 
TPL/system updates)

• Provide bounds for root-cause analysis

Historical data like this cannot identify root 
causes of performance issues

How can we help developers easily 
identify root causes of performance loss?

How can we help developers/HPC admins 
identify system issues? 

Memory
Runtime



SIERRA has standardized on Kokkos as a 
performance portability abstraction

Kokkos provides a profiling interface that 
enables runtime link of an arbitrary 
profiling library

Track events: e.g., regions, kernels, copies

SIERRA Architecture Provides Common Entry Point for 
Performance Data Gathering
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Third-party Libraries
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Kokkos

Kokkos::Profiling
<Interface>

<dlopen>



Prototype: LDMS for System and Application Performance8

Prototype capability uses LDMS streams 
to transmit/store timestamped 
application performance data

Co-location of system data enables 
overlay of system state with application 
performance

Graphana used to dynamically 
query/generate visualizations of data

Big step towards answering some of 
the challenges faced by app devs

SIERRA Kokkos::Prof.
<Interface>

LDMS 
Connector

EXPORT PROF_LIB=LDMS

Job ID : 12345

HPC System LDMS

Job ID : 12345 LDMS Data/Analysis
Server

System + App
Data



Prototype: LDMS for System and Application Performance9



Prototype: LDMS for System and Application Performance10

Detailed view of execution across processors 
and time, side-by-side with system information



Wrap-up, what’s next?11

Prototype demonstrates ability to 
inexpensively gather application 
performance data and overlay with 
system state

• Lightweight profiling

• Can point to system issues with 
appropriate context

Can we associate data to enable 
longitudinal monitoring/analysis?

Can we engage app users to enable 
monitoring for proactive dev response to 
performance issues “in the wild?”

What are some other uses for this kind 
of application monitoring?

Memory
Runtime

What might be possible if we can easily…
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