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An Investigation of Variables Affecting Plutonium Hydriding (20210946DI): Surface Phase 
Transitions and Reactions, C. Newman 
1. Introduction 
1.1 Tusas. Tusas [20, 18, 62, 61, 45], developed at LANL, is a general, flexible code for solving 
coupled systems of nonlinear partial differential equations (PDEs). Tusas was originally developed 
for phase field simulation of solidification (see [33, 6, 32]) and evolution of polycrystalline solid 
mechanics (see [16]). Tusas is particularly developed for PDEs compatible with structured or 
unstructured Lagrange (nodal) finite element discretizations and explicit (Euler) or implicit (Euler, 
Trapezoid, BDF2) temporal discretizations. 
The Tusas approach consists of a finite element spatial discretization of the fully-coupled nonlinear 
system, which is treated explicitly or implicitly in time with a preconditioned Jacobian-free 
Newton-Krylov (JFNK) method. As the JFNK method only requires a residual, from an 
implementation standpoint, Tusas allows a flexible framework as it only requires the user to 
implement code for the residual equation. The key to efficient implementation of JFNK is effective 
preconditioning. As the dominant cost of JFNK is the linear solver, effective preconditioning 
reduces the number of linear solver iterations per Newton iteration. The preconditioning strategy 
in Tusas is based on block factorization and algebraic multigrid that allows an efficient, implicit 
time integration. As such, Tusas allows flexible preconditioning as it only requires the user to 
implement code for a row of the preconditioning matrix. In addition, configuration of the nonlinear 
system and preconditioner can be performed at runtime. 
Most simulation e ort prior to this work has been focused on microstructure evolution of dilute 
binary alloys during solidi cation within additive manufacturing and casting; where we have 
performed large-scale, high-resolution simulations of Pu-Ga alloys. Tusas has demonstrated ideal 
algorithmic and parallel scaling and efficiency on up to 4 billion unknowns and over 24 thousand 
GPUs on the DOE leadership machines Summit and Sierra [20]. 
1.2 Phase field implementation within Tusas. Tusas was originally developed for phase field 
simulation of solidification of metals and alloys during Additive Manufacturing and casting 
processes. Phase field is a mathematical model for solving interfacial problems. The method 
substitutes boundary conditions at the interface by a partial differential equation for the evolution 
of the phase field or order parameter. This phase field takes two distinct values in each of the 
phases, with a smooth (diffuse) change between both values around the sharp interface, which is 
then diffuse with a finite width. It has mainly been applied to solidification dynamics. 
The phase field approach depends on an appropriate physical approximation of the total free 
energy, 
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where 	𝑓  is the free energy density (typically due to chemistry), the second term is gradient 
composition energy, the third term is interfacial energy density and 𝐸_𝑒 is the elastic strain density; 
here, 𝜑 is an order parameter (typically phase), 𝐶 is concentration, and 𝑇 is temperature. The free 
energy functional, 𝐹, describes interactions between phase(s), alloy component concentrations, 
temperature, stress, strain, etc. We note that the term 𝑓 is generally in the form of a double well 
with an energy barrier of some height between the wells; and typically favors sharp interfaces 
between phases, while the second term favors a uniform mixture by imposing a gradient energy 
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penalty. Minimums of the free energy functional are obtained via variational calculus and are 
satisfied by: 
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Where (2) is the Allen-Cahn equation applied to non-conserved quantities and (3) is the Cahn-
Hilliard equation applied to conserved quantities, and 𝑀_𝜑 and 𝑀!  are mobilities; and 𝜖 is related 
to interface width. We note that (3) due to 𝐶 ≠ 0, constitutes a fourth order PDE, and is typically 
decoupled to two second order PDEs in practice [67]. For solidification problems typically 
encountered in Tusas, we have 𝐶	 = 	0. For problems involving surface corrosion, we have 𝐶 ≠
0. The evolution of the elastic energy term, 𝐸_𝑒, is typically obtained via Newton's second law of 
motion [54]. Equations (2)-(3) typically constitute a large set of coupled, nonlinear, parabolic, 
partial differential equations at multiple time and length scales. In addition, the discretized system 
will be very large due to mesh resolution required to capture the di use interface. 
The phase field approach for multi-component materials and alloys typically involves special 
treatment of the concentration fields of each component. The approach adopted in the community 
is that of Kim-Kim-Suzuki (KKS model) [35]. In the KKS model, the interface is treated as an 
equilibrium mixture of two phases with fixed compositions such that an arbitrary diffuse interface 
width may be specified for a given interfacial energy. For a two-component alloy, the model 
consists of a single order parameter and fictitious global phase concentrations 𝐶_𝑎 and 𝐶_𝑏 such 
that 

𝐶 = G1 − ℎ(𝜑)I	𝐶% + ℎ(𝜑)	𝐶& ,																																					(4) 
where, ℎ(𝜑) is a smooth interpolation between phases. The free energy is decomposed as: 

𝑓(𝜑, 𝐶) = G1 − ℎ(𝜑)I𝑓%(𝐶%) + ℎ(𝜑)𝑓&	(𝐶&),													(5) 
where 𝑓%(𝐶%) and 𝑓&(𝐶&) are the phase-free energies and (5) accounts for mass conservation. The 
model consists of an additional constraint given by: 
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which enforces pointwise equality of the phase chemical potentials. Equations (5)-(6) constitute a 
nonlinear algebraic system which needs to be solved at every discretization point in space. For 
common materials, 𝑓%(𝐶%)  and 𝑓%(𝐶%)  can often be obtained via a rational polynomial 
interpolation approach known as CALPHAD [51]. Extensions to multicomponent systems can be 
found in [50]. Similar treatment of the elastic energy is often required. 
Our approach within Tusas is to treat (2)-(3) with unstructured finite element spatial discretization 
and implicit, adaptive temporal discretization to mitigate time scales and leverage hierarchical 
computational parallelism to mitigate length scales; and utilizes scalable and efficient algorithms, 
robust solvers and preconditioners, and modern computational science approaches. 
We note that the phase field approach relies fundamentally on the free energy functional (1), and 
key experimental data or DFT data is often needed for approximation of chemical and elastic free 
energy. The extension of Tusas to phase field modeling of surface corrosion depends vitally upon 
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development of models for chemical free energy and elastic free energy within the realms of 
hydriding and oxidation. 
2. Key knowledge gaps. We have identified key knowledge gaps for the successful extension of 
the Tusas phase field implementation to modeling oxidation and hydriding processes, outlined 
within three categories: 

1. Knowledge gaps in the development of chemical free energy models     
2. Knowledge gaps in the development of elastic free energy model and polycrystalline 

evolution 
1. General requirements in transition from solidi cation models to corrosion models and 

capabilities for surface-environment interactions 
2.1 Development of chemical free energy models: The primary knowledge gap to modeling 
oxidation and hydriding or surface corrosion within the phase field framework is developing 
suitable chemical free energy models. There has been limited experimental studies for oxidation 
in Pu [21, 46, 24], and more limited literature for phase field models [34]. Phase field modeling of 
hydride formation in metals is found more extensively in literature [30, 31, 53, 26]. 
In particular, continuously differentiable forms of 𝐹%	(𝐶%)	and 𝑓&(𝐶&) must be known for the 
materials of interest. Common forms of chemical free energy models assume temperature 
dependence: 

𝑓'(#)(𝜑, 𝐶, 𝑇) = G1 − ℎ(𝜑)I𝑓%(𝐶% , 𝑇) + ℎ(𝜑)𝑓&(𝐶& , 𝑇),													(7) 
with  
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+ 𝐵% ,																																														(8)	  
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with 𝐶#*(𝑇)  obtained via experimental data or from DFT data and 𝐴 , 𝐵  fitting parameters. 
Experimental data and knowledge for development of chemical free energies for corrosion 
mechanisms are critical. 
2.2 Development of elastic free energy model and polycrystalline evolution. Mechanical stress 
and strain play an important role in determining the phase transformation, thermodynamics and 
kinetics. Similar to chemical free energy, the elastic free energy and stress is decomposed across 
the phases 𝑎  and 𝑏 . The relationship 𝐸#(𝜑) must be known for the materials of interest, and 
requires development of elastic free energy in the form of (5)-(6), with 𝑓%(𝐶%)  and 𝑓%(𝐶%) 
continuously differentiable. 
Additionally, hydride/oxidation formation is associated with large volume deformation and 
expansion due to lower density of hydride/oxide compared to metal. To account for these 
deformations an additional set of PDEs for mechanical equilibrium (displacement) must be 
coupled to the phase field equations. Crystallographic orientation plays an important role in 
microstructural evolution. Prior to this project, the approach in Tusas utilized a very large number 
of phase field variables to describe many grains of many different orientations. This approach 
required an additional PDE be coupled for each orientation requiring a high computational cost. 
The primary knowledge gaps for hydride an oxide modeling include development of chemical free 
energy; implementation of accurate elastic free energy, solution of mechanical equilibrium 
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equations and polycrystalline microstructure evolution model. Experimental data for these 
relationships is critical and not fully understood or represented with the literature presently and are 
critical. 
2.3 Transition from solidification models to corrosion models. Common phase field models of 
solidification consist of evolution of species concentration in (3) with 𝐶	 = 	0; while models for 
corrosion consist of species evolution with 𝐶 ≠ 	0. Due to 𝐶 ≠ 	0, (3) constitutes a fourth order 
PDE. The presence of 𝐶 ≠ 	0 requires (3) to be decoupled to a system of two second-order PDEs, 
requiring an extra PDE to be solved [67, 68]. This decoupling is readily available in Tusas; 
however, inclusion of an additional PDE requires an additional PDE be solved at every mesh point. 
For high resolution simulations, this can add significant computational cost. 
3. Literature review. The most detailed formulation of phase field applied to hydride formation 
in metals found in open literature is in a PhD thesis [31]. This work describes delta-hydride 
formation in alpha-Zr; including a detailed formulation of total free energy, elastic solid 
mechanics, and a probability-based nucleation model utilizing MOOSE and incorporates 
CALPHAD. A simpler presentation, though probably lacking in considerable detail can be found 
in [53], and a more general presentation applicable to binary metal-hydrogen systems additionally 
with multiply defined grains can be found in [26]. In particular, [53] provides a second order 
approximation to the CALPHAD system (identical to (8)-(9)) in [31]. A similar CALPHAD 
approach for delta-hydride and alpha-Zr can be found in [30]. A phase field model for simulating 
metal hydride formation involving large volume expansion in single- and polycrystals in zirconium 
metals. The phase field models within include diffusional and displacive phase transformations in 
polycrystals, inhomogeneous elasticity, solute grain boundary interaction, and structural variant-
grain boundary interaction using CALPHAD via KKS. A full description of the total free energy 
is given. This approach utilizes a full Cahn-Hilliard for composition; FFT solution, no description 
of the coupling [26]. A newly developed and self-consistent CALPHAD thermodynamic database 
is presented which covers the elements: Pu, U, Fe, Ga across their whole composition and 
temperature ranges [42]. This work studies the interaction of actinides and actinide alloys such as 
the delta-stabilized Pu-Ga alloy with iron and is of interest to understand the impurity effects on 
phase stability. 
General literature for hydride formation in metals include a PhD thesis on experimental formation 
of plutonium hydride. The central theme to this thesis is a metallographic analysis of the hydride 
reaction sites and the exploration of relationships between hydride and parent material 
microstructures. In particular, changes to the parent material surrounding the hydride reaction sites 
are of specific interest [8]. Closely related to previous, experimental results for formation of 
plutonium hydride. Experimental results show primarily the interior of the hydride reaction sites 
has a significantly different microstructure to that of the surrounding metal. Abstract states 
possible models for anisotropic growth and formation of a discontinuous interface are discussed 
although no clear models are presented [9]. Similar experimental results can be found in [10]. 
Experimental studies of kinetics in Plutonium Hydride with Oxygen can be found in [56]. An 
NMR study was conducted on protons in the nonstoichiometric plutonium hydride system; 
magnetically ordered phases at low temperatures, with experimental data was conducted in [12]. 
The effects of pressure and temperature upon the rate and mechanism of the reaction between 
plutonium and deuterium have been reported for various temperatures to and pressures [7]. 
Equilibrium, kinetic and X-ray diffraction data detail the existence of two stability regimes in the 
Pu-H system [25]. Pressure-temperature-composition data are presented for the plutonium-
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hydrogen and plutonium-deuterium systems in the composition ranges Pu-PuH2 and Pu-PuD2 
[43]. Pressure-Composition-Temperature (PCT) data are presented for the plutonium-hydrogen 
(Pu-H) and plutonium-deuterium (Pu-D) systems in the solubility region up to terminal solubility 
[49]. 
The latest edition of the Plutonium Handbook [13] provides data for Pu-H, Pu-O and Pu-Ga 
systems. A direct experimental comparison of variables affecting the properties of LANL-
produced vs. Rocky Flats metals can be found in [65]. Reaction rates of air and oxygen with cubic 
plutonium hydride (PuHx,1.9<x<3), monoxide monohydride (PuOH), and Pu metal coated with 
these compounds are described, along with kinetic results for the Pu+H2 reaction are provided in 
[23]. Reference [57] provides a characterization of products formed by reacting unalloyed 
plutonium with water vapor. Thermodynamic properties of Pu-O system can be found in [2]; [22] 
provides a detailed experimental analysis of Pu-O system and oxidation processes. The reactivity 
of a delta-Pu alloy was studied under dry oxygen at different temperatures, with experimental 
results provided [48]. 
Resources for phase field models (2D) of delta formation in Pu-Ga are given in [29, 28]; 
verification data from experiments can be found in [41]. A detailed history of experimental and 
modeling of Pu-Ga systems is given in [40]. A suitable CALPHAD-like free energy term for Pu-
Al and Pu-Ga is given in [1] (eq. 12). 
Concentration-penetration data obtained with an electron microprobe analyzed and fitted by a 
least-squares provide an Arrhenius relationship for Pu-Ga diffusion [15]. Rafalski [47] provides 
an overview of experimental data for Gallium diffusion in delta-stabilized Pu-Ga alloys. Studies 
of self-diffusion in face-centered orthorhombic gamma phase Pu provide experimental data [58, 
59, 60]. Wade [63] has determined self-diffusion coefficients for the epsilon, delta prime, delta, 
gamma, and beta phases of polycrystalline plutonium by the thin-film tracer technique. The self-
diffusion coefficients for plutonium in a Pu 1 wt% Ga delta-stabilized alloy have been determined 
for various temperatures [64]; and experimental solubility measurements of H in Pu and Pu-Ga are 
given in [3]. 
Data relevant to elastic free energy and polycrystalline evolution can be found in [19]; and data 
for grain dislocation vacancies in Pd-H [36]. Surrogate systems for Pu-O and Pu-H can be found 
in [66], and an overview of methods for aged materials [52]. 
4 Tusas code enhancements. We have made the following code enhancements to Tusas over the 
course of the project: 
4.1 Polycrystalline evolution model enhancements. Hydriding and oxidation evolution requires 
extension of our elastic free energy model and polycrystalline evolution model, as mechanical 
stress and strain play a critical role in determining the phase transformation thermodynamics and 
kinetics. Elastic free energy additionally requires solution of the mechanical equilibrium equations 
with crystallographic orientation, represented by quaternions. In support of hydriding and 
oxidation evolution, we have implemented local manifold projection temporal integration to 
support quaternion evolution. This approach provides an alternative to using a very large number 
of phase field variables to describe many grains of many different orientations. The quaternion 
describes the local grain orientation within a crystal. This approach introduces a vector 

q = [𝑞+	𝑞"	𝑞,	𝑞-]T, 
that evolves as a solution to a partial differential equation and the constraint [17]: 
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The constraint constitutes a projection onto a local manifold; performed at the end of the 
corrector step in the adaptive temporal integration. This capability has been verified and is 
implemented within a Tusas regression test with 

q = [𝑞+	𝑞"]T. 
Figure 1 shows results the computed solution; the exact analytic solution; and norm of the 
computed solution from our Tusas regression test problem. Figure 2 shows the temporal error for 
each component. Full quaternion support is being tested. 
Similar to chemical free energy, the elastic free energy and stress is decomposed across phases; 
where 𝜑 assumes a role of structural order parameter. Elastic modulus and eigenstrain are assumed 
as functions structural order parameter only, and the elastic free energy additionally requires 
solution of the mechanical equilibrium equations. Experimental data for development of elastic 
free energies for corrosion mechanisms are critical; in particular mechanical properties derived 
from experimental data is critical for adaption of our existing models to corrosion. 
4.2 Surface energy deposition enhancements. In support of surface energy and environment 
interactions, we have implemented 3D radiative and convective (nonlinear) Neumann boundary 
conditions within the Tusas code [27, 14, 44]. The verification model consists of a 3D domain 
consisting of a ceramic strip that is embedded in a high-thermal-conductive material. The side 
boundaries of the strip are maintained at a constant temperature (Dirichlet boundary condition). 
The top surface of the strip is losing heat via both thermal convection and thermal convection to 
the ambient environment. The bottom boundary, however, is assumed to be thermally insulated 
(homogeneous Neumann boundary condition). Simulation results have been verified against the 
literature and implemented within the Tusas regression testsuite and shown in Figure 3. 
4.3 Adaptive time integration enhancements. The polycrystalline evolution and surface energy 
deposition simulation results were obtained utilizing second order adaptive time integration with 
an Adams-Bashforth predictor and Trapezoid Rule corrector method (AB-TR). The ABTR method 
is a substantial improvement over the existing first order forward Euler predictor and backward 
Euler corrector method (FE-BE) implemented in previously in Tusas. Preliminary results show a 
speedup of 13x for AB-TR over fixed timestep TR for a given level of accuracy for this simulation. 
Figure 4 shows cost in terms of CPU for time integration to t=.0001 for AB-TR with adaptive time 
steps and TR with fixed time step size. AB-TR requires 55.95seconds and TR requires 764 seconds 
for time integration to t=.0001. In this case, for a given level of accuracy, AB-TR requires 0.08% 
of the computational resources than TR. 
4.4 Autocatalytic chemical reactions in Tusas. We have added direct support for autocatalytic 
chemical reactions in Tusas. A single chemical reaction is said to be autocatalytic if one of the 
reaction products is also a catalyst for the same or a coupled reaction [37, 11, 55, 39, 38, 4]. Such 
a reaction is called an autocatalytic reaction. Support for time-dependent chemical reactions in 
Tusas configurable at runtime, with a runtime interface for reaction rates and initial conditions. 
Third order autocatalytic reaction (second-order adaptive timestep) added to the Tusas regression 
testing suite: 

𝐴	
1!→𝐵 + 𝐶 
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𝐴 + 𝐵	
1"→𝐴	𝐵												 

𝐴	𝐵	
1#→ 2𝐵 + 𝐶.	 

Results have been verified against the literature and shown in Figure 5. This capability is a critical 
tool for estimation of reaction rates within experiments. 
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Figure 1: Quaternion implementation in Tusas test suite. 
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Figure 2: Quaternion error. 
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Figure 3: Surface energy deposition implementation in Tusas test suite. 
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Figure 4: Cost in terms of CPU for time integration to t=.0001 for AB-TR with adaptive time 
steps and TR with fixed time step size. 
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Figure 5: Autocatalytic implementation in Tusas test suite. 

 


