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The Era of Domain-Specific Accelerators

 Moore’s law and Dennard’s scaling do not work anymore.
 They include large parallel compute units to meet the extreme 

compute demands.
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The Era of Domain-Specific Accelerators

 Need abstractions to unify various accelerator flows.
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Innovation
Novel memory hierarchy

Efficient interconnection network
Custom processing elements

Fragmentation
Custom compiler toolchain

Duplicate engineering overhead
Error-prone frameworks



How Do Spatial Accelerators Look Like?

 Accelerator designs
• Programmable scratchpads
• A huge number of processing elements (PEs)
• Distribution/reduction network
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Motivation

 How can we solve the given problem using a target accelerator 
efficiently?
• Mapping (tiling, ordering, parallelizing) matters!
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Good mappings

Bad mappings



Motivation

 How can we solve the given problem using a target accelerator 
efficiently?

 Modularity
• Accelerators
• Cost models
• Mappers
• High level languages
• Frameworks

 Unified abstractions to cover various designs
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We propose Union, a Unified HW-SW Co-Design Ecosystem in MLIR
for Evaluating Tensor Operations on Spatial Accelerators.



Union Overview
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Limitations of Current Abstractions
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 Loop-centric approach is intuitive 
and easy to understand.

 Memory-target loop-centric 
approach used in 
Timeloop/Interstellar can be 
enhanced by changing into cluster-
target to support a broader set of 
mappings.



Limitations of Current Abstractions

10

 Cluster-target notion has been used 
in MAESTRO data-centric notation 
while Marvel and Timeloop are using 
memory-centric notion.



Union Abstractions

11



Mapping Example
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Mapping Example
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Mapping Example
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Case Studies Using Union

15



Case Studies Using Union
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An experiment with different algorithms for the same problem An experiment with different aspect ratio



Case Studies Using Union
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An experiment with different fill bandwidth for multi-chiplet accelerators



Conclusion

 We propose Union, a unified framework for evaluating tensor operators on 
spatial accelerators with unified abstractions.

 Our MLIR based framework allows to map both HPC and ML tensor 
operators using multiple mappers to multiple cost models for spatial 
accelerators.

 The three case studies presented demonstrate the flexibility of the 
framework by evaluating very different operators, mappings, and hardware 
features with a single framework.
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Question? Please send me an email:
geonhwa.jeong@gatech.edu

Thank you for listening!
Code available at https://github.com/union-codesign/union
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