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Motivation
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• Many-query applications are ubiquitous in science and 
engineering
• Uncertainty quantification
• Design and optimization

• Repeated executions of high-fidelity simulators can be 
computationally expensive

• Analysts often rely on approximate models that provide 
low-cost approximate solutions
• Polynomial surrogates
• Neural networks
• Projection-based reduced-order models

• This work combines ideas from deep learning and 
ROMs to make approximate models for convection 
dominated PDEs
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Projection-based reduced-order models
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• We consider partial differential equations described by

• PDE state: 
• Parameters:

• We assume a semi-discrete counterpart of the form

• Semi-discrete state:

• Solving these systems is computationally expensive
• Motivates reduced-order models

@u

@t
(x, t,µ)� F(u(·, t,µ), t,µ) = 0
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u : ⌦⇥ [0, T ]⇥D ! RNv
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µ 2 D ⇢ RNµ
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du

dt
(t,µ) = f(u(t,µ), t,µ)
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u(t,µ) 2 RN
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Data-driven projection-based reduced-order models
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• Operate in an offline-online paradigm

1. Run a set of training simulations to generate snapshot matrix

2. Perform dimension reduction on snapshot matrix to find bases

3. Restrict state to live within subspace spanned by bases

4. Define ROM, e.g., via Galerkin projection  

5. Results in a                 dimensional system

S 2 RN⇥Ntrain
<latexit sha1_base64="6Mb++qlIw9kG7R9GxtJTUCz/Pkc=">AAACqnicjVHLbhMxFPVMeZTwSsuSjUVSUaQomikLuqlUwQYJUZVCkqI4jDweT2PV9ozsa9TImo/jF7rr3+BJsmhaFlzJ8rnn3uP7cF5LYSFJbqJ468HDR4+3n3SePnv+4mV3Z3dsK2cYH7FKVuY8p5ZLofkIBEh+XhtOVS75JL/81MYnv7mxotI/YFHzmaIXWpSCUQhU1v2z1++TvJKFXahwYbePb7tXAwyDDYYo9w4fYWKdyrw4Sptf/kuDST0XmcD/JSZzCn6jZtPvd0IbisI8L/338JzQeOXm/ixUOMEEhOIWn2SeAL8CD4YK3TRBmXV7yTBZGr4P0jXoobWdZt1rUlTMKa6BSWrtNE1qmHlqQDDJmw5xlteUXdILPg1Q01B45perbvBeYApcViYcDXjJ3lZ4qmw7Vshs+7d3Yy35r9jUQXk480LXDrhmq0Klkxgq3P4bLoThDOQiAMqMCL1iNqeGMgi/2wlLSO+OfB+MD4bp+2Hy7aB3/HG9jm30Gr1B+yhFH9Ax+oxO0Qix6G30NRpHk3gQn8U/4+kqNY7Wmldow+LiL7Qm0EA=</latexit>

� 2 RN⇥K
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û
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u(t,µ) ⇡ ũ(t,µ) =
KX

i=1

�iûi(t,µ)
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K ⌧ N
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Outstanding challenges and manifold ROMs
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• ROMs have been very effective for elliptic and parabolic systems, but…

• Difficult to obtain low-dimensional structure for non-smooth parametric 
dependencies and convection dominated systems
• This is the so-called Kolmogorov n-width limitation

• Popular alternative: use a nonlinear manifold instead of a linear subspace1,2
• Define a manifold based on, e.g., an autoencoder

• Accurate ROMs can be obtained with a low-dimensional manifold

u(t,µ) ⇡ g(û(t,µ))
<latexit sha1_base64="n9T0+7uD/tmNxqhdPdSkSIPrl+E=">AAADCXicjVJNb9NAEF2brxI+msKRAyPiSqkURXY5wKVSBRekSigg0laKg7XerONV1x/anUWNLF+58Fe4cAAhrvwDbvwb1kkOddIDI1n7/GZm39vZjUspNPr+X8e9cfPW7Ts7dzv37j94uNvde3SqC6MYH7NCFuo8pppLkfMxCpT8vFScZrHkZ/HF6yZ/9okrLYr8Ay5KPs3oPBeJYBQtFe05T/c9L4wLOdOLzC5g+nD193IAOGgxYWYO4AhCbbKoEkdB/bE6qSEsUxEJ+K/mMKVYtTRrz+s0PjKKaZxU4SgVdkuRw4qJq/dW5S2EKDKu4aQp33SNg20dWpaquISW1rzurwy0fBmor9vhwPOibs8f+suAbRCsQY+sYxR1/4SzgpmM58gk1XoS+CVOK6pQMMnrTmg0Lym7oHM+sTCn9kjTanmTNexbZgZJoeyXIyzZqx0VzXRj0FY2k9GbuYa8LjcxmLycViIvDfKcrYQSIwELaJ4FzITiDOXCAsqUsF6BpVRRhvbxdOwQgs0jb4PTw2HwfOi/O+wdv1qPY4c8Ic9InwTkBTkmb8iIjAlzPjtfne/OD/eL+8396f5albrOuucxaYX7+x8RD/MN</latexit>

[1] Model reduction of dynamical systems on nonlinear manifolds using deep convolutional autoencoders, K. Lee and C. Carlberg, JCP 2019
[2] A fast and accurate physics-informed neural network reduced order model with shallow masked autoencoder, Kim, Y Choi, D Widemann, T Zohdi, arXiv
preprint arXiv:2009.11990



Difficulties with manifold ROMs
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• Number of parameters in autoencoder scales with the 
dimension of the full-order model
• Training manifold autoencoders becomes unfeasible for 

high-dimensional problems

• Hyper-reduction is non-trivial
• Requires special modifications to the network architecture
• For existing methods, training costs still scales with the 

dimension of the FOM1

• Manifold ROMs have not been shown to perform better in 
extrapolation than standard POD ROMs
• Perform significantly worse in our experience

• Motivates an alternative approach

[1] A fast and accurate physics-informed neural network reduced order model with shallow masked autoencoder, Kim, Y Choi, D Widemann, T Zohdi, arXiv
preprint arXiv:2009.11990



The Kolmogorov n-width and a matter of perspective
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• Consider Burgers’ equation as a demonstrative example

• The Kolmogorov n-width is typically observed from a 
“spatial” perspective

• From the space—time perspective we obtain lower-
dimensional structure

• The Kolmogorov n-width depends on frame of reference

ũ(x, t,µ) =
KX

i=1

�i(x)ûi(t,µ)
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Deep bases
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• We propose to construct linear subspaces that depend on space, time, and parameters 
via deep neural networks

• We employ an architecture similar to that used in Physics-informed Neural Networks 
(PINNs)1

• Final layer comprises a linear subspace2

• Subspace depends on space, time, and parameters

u(x, t,µ) =
KX

i=1

�i(x, t,µ)û
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Data-driven basis functions

M. Raissi, P. Perdikaris, G.E. Karniadakis, Physics-informed neural networks: A deep learning framework for solving forward and inverse problems involving 
nonlinear partial differential equations, JCP, 2019
E. Cyr, M. Gulian, R. Patel, M. Perego, N. Trask, Robust training and initialization of deep neural networks: An adaptive basis viewpoint, PMLR, 2020



o We propose an offline—online process for leveraging deep bases
o Offline stage:

• Simulate system of interest for training instances
• Train deep bases, e.g., by minimizing the MSE:

• Project high-fidelity computational model onto low-dimensional subspace spanned by the deep 
bases

• Online stage:
• Execute  solve of the low-dimensional reduced-order model to obtain approximate solutions
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Model reduction with deep bases
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Empirical UQ with deep ensembles

o We need to quantify the accuracy in our ROM
o Many techniques exist for “in-distribution” predictions
o Difficult for out-of-distribution (extrapolation)!!!

o ”Deep ensembles” is an empirical approach for UQ1

o Identical networks with different initializations result in 
different predictions for out-of-distribution 
(extrapolation) data

o Relies on stochastic training of neural network

o We investigate using ensembles of deep subspaces 
for empirical UQ

Example of deep ensembles for learning y=x^3

[1] B. Lakshminarayanan, A. Pritzel, C. Blundell, Simple and scalable predictive uncertainty using deep ensembles, NEURIPS, 2017. 



o We consider model reduction of the parameterized 
Burgers’ equation

o We consider two training-testing setups
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Numerical example: Burgers Equation

In distribution with no future state-prediction Out-of-distribution with future state-prediction

Training point

Testing point
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o Network architecture:
o Fully connected layers
o Width doubles at each layer
o Examine various depths and widths

o Training details:
o Trained in PyTorch
o We train on 10% of the snapshot data (randomly sampled)
o Training performed on GPUs
o Each network is trained 3 times to quantify stochastic training

o ROM details:
o We define our ROM based on      and     norm residual minimization 

over all of time, space, and parameters
o Residual minimization problem is solved with 

scipy.optimize.least_squares
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Deep basis ROMs details

`2
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• Examine subspace capacity and 
generalizability
• Compare a priori projection errors 

to ML prediction

• ML prediction is similar to optimal 
projection for I.D. data

• Optimal projection is much 
better for O.O.D. data
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Results: ML predictions and a priori projection errors
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Results: ROM and ML predictions for O.O.D dataset

• Compiled errors across all parameter instances
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Results: ROM and ML predictions for O.O.D dataset

• Examine ML and ROM predictions at

• ML and Deep bases ROMs outperform LSPG 
• Deep bases out performs ML in future state prediction
• Ensemble provides empirical UQ indicator

µ1 = 1, µ2 = 3
<latexit sha1_base64="HZeYG9EJtN0Z6XXN3kFLjpxOiII=">AAAHZnicvVVba9RAFE6r3W1Xrb0gPvgy2BS2si3J9kGxLBQVEYRapTfY7IbJZJKMzY1kUlum+ZO++eyLP8OTZNtuLvtQEAeWnXxnvjPfOWfOjBG6LOaK8mtu/sHDhVZ7canz6PGT5acrq2sncZBEhB6TwA2iMwPH1GU+PeaMu/QsjCj2DJeeGufvM/vpBY1iFvhH/CqkIw/bPrMYwRwgfXXhelOWNSvCRGghjjjDLtI8zJ3YEkma3oE87WpG4JrxlQd/6LKHeA9NI5qXbKHtgkywKz4C4dZRVyNmwDNOldKEoQFSZLmzKd85QG+R9sWjNkYaZx6N0VDpHY1uPm43/ZAiLWK2w3EUBT8K3DDEt3QsDvSLNPdZ3gxpzC/z48SIKa9wRYWW5r4mmTNLiUhSYUK2GsOahqxSQpMGQq8OydUQmnh3MRX6DwqtnLkmFVPVrVUUNZR0kGXE0wUbqOn4c9keOkxnZS+wuYO5qGQEVs2I5T/JAi8zlc3QNY1yh3I8fgVCRO6k7CMFC+jh9JILHNnIY346LS8/P7mVRxhsKVivUVnIuLxCZ1kvTUs4dBhCVa06q/BAIa+Be/VYthrCAFF6/yZ4Ztvdela/1xT0IK9ZfYpGyI/+vSqTuZhdG5QLKTrnvorKrfbPJDU05UQlpK56u+jqQAUpe9Xzq/chpF1ZX9lQdpR8oPpEnUw2pMk41Fd+amZAEo/6nLg4joeqEvKRyO5o4tK0oyUxDTE5xzYdwtTHcDuORP5MpGgTEBNZQQQ/n6McnWYI7MWZRFiZN2PVloFNtmHCrTcjwfww4dQnxUZWAm9GgLI3B5ksooS7VzDBJGKgFREHw4Hh8DJ1IAlqNeT65KS/o+7uKF/7G/vvJulYlF5IL6WupEqvpX3pk3QoHUtk4XdrqbXWWm/9aS+3n7WfF0vn5yacdak02ugvqMqFyQ==</latexit>
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Numerical example: Shallow water equations with Coriolis forcing
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Surface plot of water height

x-velocity

o Consider the shallow water equations parameterized by 
Coriolis forcing

o Testing training setup

Training point

Testing point



o Network architecture:
o Fully connected layers
o Width doubles at each layer
o Set depth =6, final layer dimension = 10

o Training details:
o Trained in PyTorch
o We train on 10% of the snapshot data (randomly sampled)
o Training performed on GPUs
o Each network is trained 8 times to quantify stochastic 

training

o ROM details:
o We define our ROM based on      and      norm residual 

minimization over a time window of 2.5
o Residual minimization problem is solved with 

scipy.optimize.least_squares
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Deep basis ROMs details

`1
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Results

o Examine prediction for water height in the middle of 
the domain as a function of time for predictive point

o Ensemble variance grows in time
o Global error metrics:

o L1 residual minimization yields the lowest MSE
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Conclusions
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o Projection-based reduced-order models are promising tools to generate accurate approximate 

solutions

o Difficult to identify low-dimensional subspaces for convection-dominated problems and problems 

exhibiting non-smooth parametric dependence

o The Kolmogorov “n-width” depends on the frame of reference

o We are investigating using “deep bases” emerging from fully connected MLPs
o Stochastic training provides a tool for empirical UQ

o Numerical results on the Burgers’ equation and shallow water equations demonstrate the potential of 

the approach
o Deep bases ROM with l1 residual minimization outperforms purely data-driven approach in terms of MSE

o Deep bases ROM with both l2 and l1 residual minimization results in lower residuals



Thank you!
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