Evaluated #**U(n,f) Average Prompt Fission Neutron Multiplicities
Including the CGMF Model

D. Neudecker, A.E. Lovell, T. Kawano, P. Talou
Los Alamos National Laboratory, Los Alamos, NM, 87545, USA

September 28, 2022

Contents

[1 Introductionl

|2 Evaluation Input and Algorithms|
2.1 Model Input|. . . . . . . . . e e e e
2.2 Experimental Input|. . . . . . . .. o

10

11

12

13

15

16

18

19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37

Abstract

This report documents an evaluation of the average prompt fission neutron multiplicity, 7, of
2387 from 800 keV to 20 MeV. This evaluation had to be re-done from “scratch” as the input to
previous 7, evaluations, specifically ENDF /B-VIII.0, was not found. That means that all available
experimental data were re-analyzed and uncertainties were re-estimated. The new evaluated 238U
7, based on only experimental data differs distinctly from ENDF/B-VIIL.0 7, from 2 to 4.5 MeV,
and from 6 to 7 MeV, and is otherwise similar. The difference from 2 to 4.5 MeV stems from the fact
that ENDF/B-VIIL.0 was tweaked in this energy range to data of Frehaut, while two other, equally
trustworthy, data sets would indicate an evaluated 233U 7, that is up to 2% higher. Also, second
chance fission in ENDF/B-VIIL.0 was smoothed over from 6-7 MeV. Another major difference to
ENDF/B-VIIL.O is that one of the evaluations presented here includes model information from
the Hauser-Feshbach fission fragment decay code CGMF, while ENDF/B-VIIL.0 is based purely
on experimental data. CGMF links several fission quantities with each other; 7, is predicted by
assumptions made on, e.g., pre-neutron emission yields as a function of mass, the total kinetic
energy, or spin and parity of fission fragments. This allows to validate the new 233U Up by using
CGMF parameters obtained from fitting to experimental ?3¥U 7, to predict yields as a function of
mass, the average total kinetic energy, or the mean energy of the prompt fission neutron spectrum.
These model-predicted values can then be compared to experimental and evaluated data. The
model-predicted fission-observable values using evaluated parameters obtained here are reasonably
close to experimental data for some observables, but are farther away from experimental data related
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to TKE observables. In addition to that, the evaluated 2*3U(n,f) 7, shows similar deviations from
ENDF/B-VIIL.O as for the evaluation with only experimental data. This difference is expected
to lead to changes in simulated effective neutron multiplication factor, keg of ICSBEP critical
assemblies that are sensitive to 233U in the fast range (BigTen, Flattop, Flattop-Pu). These changes
in keg need to be counter-balanced. Chi-Nu PFNS experimental data are expected to be released
in the next few months that might lead to the needed changes in the PFNS. Until then, we hold
off in benchmarking the new 233U(n,f) 7, as well as submitting it to ENDF/B-VIIL.1. Also, new
high-precision 238U 7, are expected to be measured by the CEA in the next two years that will
shed further light on question on 238U 7, from 2-4.5 and 6-7 MeV.

Keywords: 238U, Average Prompt Fission Neutron Multiplicity, CGMF.

LA-UR-22-29906

1 Introduction

This report documents our progress towards an FY22 NCSP (Nuclear Criticality Safety Program) mile-
stones for LANL: “?33U: Evaluate PFNS and multiplicity consistently, including angular information
about prompt neutrons”. In this report, we show that we evaluated 233U (n,f) Uy, (termed “multiplicity”
in the milestone text) with the code CGMF [1]. CGMF provides concurrently 7,, angular information and
prompt fission neutron spectra (PFNS), and thus satisfies the milestone.

Previously, progress on and final evaluations of ?3*U and #*?Pu Up, have been documented in Refs. [2-
4]. This report builds upon all of them and uses text of Refs. [2,3] where the same input or procedures
were applied.

In order to undertake this evaluation, we started with a detailed uncertainty estimate and analysis
of all experimental data, as described in Section This provided evaluated ?3¥U(n,f) 7, based on
only experimental data discussed in Section On top of this, the CGMF model (Section was added
by the Kalman filter technique described in Section The evaluated data shown in Section is
similar to the evaluation based on only experimental data, except for second-chance fission, showing the
CGMF is for most energies able to correctly evaluate 23*U(n,f) 7,. Also, the evaluated parameters fited
to 238U (n,f) v, were forward-propagated via CGMF to predict various post-scission fission observables
shown in Section [3.3] and are close to experimental data for many observables but not to experimental
data related to TKE observables. Given the close agreement of evaluated ?3U(n,f) 7, with and without
CGMF, and reliable prediction of some post-scission fission quantities, it makes the evaluated 233U(n,f)
V), based on CGMF in principle eligible to be proposed as a release candidate for an evaluation project.

However, the new evaluated 238U(n,f) ¥, with and without CGMF, differ distinctly from ENDF/B-
VIIL.O for 2 to 4.5 MeV due to a tweak in the latter data. This will change the effective neutron
multiplication factor of ICSBEP critical assemblies sensitive to 2**U(n,f) 7, in the fast range. We need
to counter-balance that, and will thus wait for an upcoming evaluation of the 233U PFNS, that will be
informed by upcoming Chi-Nu data, before introducing the new 238U(n,f) Up into a release candidate
file. Alsp, new ?¥U 7, will be measured by CEA that will further inform us on the 7, from 2-4.5
and 6-7 MeV. Until then, we recommend to hold off on including the new evaluated in the ENDF/B
library.

2 Evaluation Input and Algorithms

2.1 Model Input

To consistently evaluate multiple prompt fission observables, we use the LANL-developed Hauser-
Feshbach fission fragment decay code, CGMF [1]. CGMF takes input for the fission fragment initial
conditions—yields in mass, charge, total kinetic energy, spin, and parity—which are sampled on an
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event-by-event basis. Starting from these initial conditions, the fission fragments are allowed to de-
excite through the emission of neutrons and « rays. At high enough incident energies, where one
or more neutrons can be emitted before the compound nucleus fissions, we sample the multi-chance
fission probabilities (calculated from CoH) based on whether neutrons are emitted from the compound
nucleus before fission; we also sample properties of these neutrons. All of the steps in the CGMF
calculation require inputs not only for the fission fragment initial conditions, but also many global
models that are used in the Hauser-Feshbach decay. However, for this evaluation work, we only vary the
parameters in the pre-neutron emission mass yields, Y (A|FEiyc), total kinetic energy parameterizations,
TKE(Finc), TKE(A), and orkg(A4), and the spin cutoff factor in the spin distribution, a(Eiy). A
detailed description of these parameters are found in our NCSP report from FY20 [4] along with the
published version of the CGMF code [1].

2.2 Experimental Input

All 238U U, experimental data listed in Table [I| were extracted from EXFOR. The EXFOR entry and,
if available, the literature of each data set was studied in enough detail to decide whether it should
be adopted or not. One data set was rejected because it provided data above the energy range of the
evaluation. Other data sets were rejected for physics reasons, or because of inadequate uncertainty
information on the data set. The reasons for rejecting individual 233U v, experimental data sets are
briefly summarized in Appendix [A]

Table I: Those ?**U(n,f) 7, experimental data sets included
in the evaluation are identified with their EXFOR No., first
author, year of publication, monitor, and Fi,. range. The last
column tabulates all uncertainty sources that were added to
those uncertainties found in the literature of the respective
data set. The variable names are defined in Table [l

EXFOR # | First Author & Year Monitor Einc (MeV) Added Unec.
20075.002 | Asplund 1964 [5] 292Cf(sf) vp | 1.49-14.8 | depe, b, desy, dw, O, da,
8d, ddg ),
20072.003 Conde 1961 [6] 22Cf(sf) vp | 3.6-14.9 | depe, b, desg, Sw, Oy, da,
od, 0d ),
33084.003 Desai 2015 |[7] 2201(sf) 7, 2-3 6b, dw, 67, da, &d, dd;y,
21252.004 | Fieldhouse 1966 [8] | 22Cf(sf) v, 14.2 Scpa, 0b, dcgp, dw, 0T, X,
da, d
20490.002 Frehaut 1980 [9] 252Cf(sf) vp | 1.36-14.79 | dcpg, b, degg, dw, 0T, X,
da, 6d
21453.002 Leroy 1960 [10] 25U (n,f) v, 14.2 dcpa, 0b, dcyy, dw, 6T, da
8d, ddg ),
21135.006 | Mather 1965 [11] | 2°2Cf(sf) 7, | 1.4-4.02 Scpa, 6b, 67, da,
od, dd ),
40429.003 | Nurpeisov 1975 [12] | 22Cf(sf) vy | 1.2-4.89 6cpa, 6w, 6dg ),
40138.002 Sabin 1972 [13] 2201f(sf) v, | 1.27-5.87 Scpa, Oy, dw, 6T, da,
5d, ddg ),
40665.002 | Vorobyeva 1981 [14] | 2°2Cf(sf) 7, | 1.3-5.89 Scpa, dcpf, dw, 0T, Sa
32606.002 | Zangyou 1975 [15] | 24°Pu(sf) vy | 1.22-5.5 dcpa, 0b, degy, dw, da,
5d, ddg

A detailed uncertainty estimate and literature review was undertaken for all data sets in Table
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Table II: Typical uncertainty sources expected to apply to ratio liquid-scintillator measurements of 77,
are listed. The variable names defined in this table are used for the last column of Table [Il

Variable Uncertainty Source
dcpa Delayed Gamma-ray Uncertainties
0b Random-background Uncertainties
deyr False-fission Uncertainties
ow Impurity Uncertainties
or Deadtime Uncertainties
ox PFNS Uncertainties
da Uncertainties of Angular Distribution of Fission Neutrons
o™ Monitor Uncertainties
od Uncertainty due to Thickness of Sample
0ds 1m, Sample-displacement Uncertainty
AFEic Energy Uncertainty

Appendix[A] concisely summarizes some key concerns on each data set and comments on the individual
uncertainty estimate.

The uncertainty was undertaken via the code package ARIADNE [16]. Consistent uncertainty
values for those that were missing in the literature or EXFOR or both were estimated via templates
of expected uncertainties for ratio 7 measurements [17] accounting for uncertainty sources listed in

Table [[I. Total experimental covariances, Covgf’f, were estimated by

%3777

Covi% = " 6FCorf ;0 (1)
k

accounting for individual uncertainty values, (55, and correlation coefficients, Corf’; ;» for each expected

uncertainty source k at incident-neutron energy i or j. The monitor uncertainty was a major one
for most measurements contributing 0.42% with full correlation. This uncertainty was applied across
all data sets to account for uncertainties in the current 2*Cf(sf) 7 put forth by the Neutron Data
Standards committee [18]. While not all data were measured in ratio to this particular reaction, all of
them were ratio measurements that tie back to a monitor reaction that either relies itself on 2°2Cf(sf)
v if it isn’t 252Cf(sf) ¥ to begin with.

In addition to the experimental data listed in Table [l evaluated data were used as “pseudo-
experimental” data. These pseudo-experimental data are listed in Table They are given as anchor
points for the evaluation from 0.8-1.12 and greater equal 15 MeV, where experimental data are scarce.

Table III: Pseudo-experimental data as used for the 7, evaluation are listed as a function of energy and
along with their uncertainties. All pseudo-experimental data were taken from ENDF /B-VIIIL.O [19].

Energy (MeV) | Value (n/f) | Unc. (%)
0.8 2.4689 1.2
0.84 2.4726 1.2
0.96 2.4836 1.2
1.0 2.4862 1.2
1.12 2.4973 1.2
15.0 4.573 1.2
16.0 4.72 1.2
30.0 6.388 1.2
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2.3 Evaluation Methods

This part is a shortened repeat from Ref. [3] as the same evaluation techniques were used. We use two
evaluation techniques implemented in the code ARIADNE [16]:

e generalized least squares for evaluations including only experimental data, and

e the Kalman filter method to combine information from CGMF and experimental data.

Both can be encoded in the same set of equations, that give a vector of evaluated mean values IN and
Cov?,

N =p+ CovV 8! (Cov®)~! (e — Sp),
CovY = Cov? — Cov?S!Q1SCov?, (2)

where

Q = SCov”S! 4+ Cov*. (3)

The variables e and Cov®® encode all experimental data used for the evaluation and their covariances
estimated as described in Section 2.2

If we apply the equations above in the sense of generalized least squares (GLS), p and Cov?
contain non-informative prior information in the 7, space, i.e., ENDF/B-VIIL.0O mean values with
100% uncertainty and a diagonal covariance matrix. The design matrix S and its transpose S* were
calculated in Ref. [20] by linear interpolation to bring experimental data onto the FEjiy. grid of the
prior data. The evaluated mean values N and Cov" correspond in this case to evaluated vp and their
covariances.

If we apply Eq. as a Kalman filter, p turns into model-parameter values and Cov” into
associated covariances. The design matrix converts experimental data into model-parameter space by
taking sensitivity vectors as described in Ref. [2]. The evaluated mean values N and Cov” correspond
in this case to evaluated model parameters of CGMF that are then fed again into the model code to
obtain an evaluated 7.

It should be noted that the experimental covariances were corrected for an effect termed “Peelle’s
Pertinent Puzzle” [22] using the Chiba-Smith algorithm [23]. Peelle’s Pertinent Puzzle is an effect
where the evaluated mean value of strongly correlated experimental data lies outside of the range
of the experimental data due to an improperly formulated covariance matrix [21]. Chiba-Smith is a
special case of iterative generalized least squares where the experimental covariance matrix in Eq.
is changed in the first iteration to:

0,,0
mim
C’ov;?’1 = COU;’O ] k (4)
ejex
where m? and m% are prior model values of 7, on the grid of the experimental values j and k, while

e; and ey are the experimental values. COU;”CO are the experimental covariances as coming out of
ARIADNE [16]. For subsequent iterations, ¢ > 1:
. ity it
ei+1 edi "] k
C’ovjk, = C’ovﬂc e (5)
G
where m’ are evaluated mean values of U, of iteration ¢ on the grid of experimental data to give m.

For the Kalman filter m’ is obtained by first obtaining the evaluated 7* of iteration i:

vl =7+ S(N' — p), (6)
where ﬁg are prior mean values on the original grid of model 7, values. The ﬁé values are then linearly

interpolated onto the grid of experimental data to yield m’. For generalized least square, m’ is obtained
by linearly interpolating N* onto the grid of experimental data.
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Figure 1: Evaluated *3U(n,f) 7, are shown in comparison to ENDF/B-VIIL0, and experimental data
that were used for the evaluation. The evaluated data were obtained with a statistical analysis of only
experimental data.

Iterative generalized least squares is usually executed until the evaluated results change negligibly.
Here, this limit is reached after less than 10 iterations.

3 Results

3.1 Evaluated Results of **U(n,f) 7, Based on Only Experimental Data

The evaluated results obtained from only experimental data via GLS in Fig. (1| differ from ENDF /B-
VIIL.O from 2 to 4.5 MeV, from 6 to 7 MeV and above 15 MeV.

This difference from 2 to 4.5 MeV is caused by the fact that experts decided according to private
communication with Roberto Capote (June 2, 2022) for ENDF/B-VIIIL.O to follow the data of Fre-
haut [9] in this energy range which is discrepant from the data of Nurpeisov [12] and Vorobyeva [14].
The current evaluation is based on the generalized least technique described in Section [2.3] applied to
all data deemed realistic, including Frehaut [9], Nurpeisov [12] and Vorobyeva |14]. The data of Sabin
(sometimes also transliterated as Savin) [13] covers a similar energy range. It has scatter in the data
and overlaps with all three data sets. These experiments face the challenge that 2**U has a significant
angular distortion of fission fragments and prompt fission neutrons. Correcting for this effect is non-
trivial, and can lead to bias in experimental 7,. Hence, we cannot tell which of the four experiments
is more accurate, and, consequently, whether the new evaluation or ENDF /B-VIII.0 is more realistic.
Another differential experiment might be helpful. In fact, CEA will measure at LANSCE 38U v,
with high precision and expect to deliver these experimental data in two years. Also validation with
respect to post-scission fission observables via CGMF or with respect to effective neutron multiplication
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factors, keg, of ICSBEP critical assemblies |25]. However, validation with respect to keg only makes
sense once we also include the new PFNS evaluation based on Chi-Nu and CEA experimental data to
counter-check the ENDF /B-VIIL.0 PFNS.

The difference from 6 to 7 MeV could be caused by the fact that ENDF/B-VIII.0 smoothed over
second-chance fission structures visible in the experimental data. Such structures are expected from
physics point of view and as will be seen below are predicted by CGMF in a similar energy range.

Above 15 MeV, the evaluation follows Smirenkin data [24] that are systematically lower than
ENDF/B-VIIL.0. These data were extracted from a PFNS measurement with low neutron-detection
efficiency, and impactful systematic corrections, such as multiple scattering, missing. Given these
flags raised and the significant lowering of the evaluated 7, it was decided to reject these data for
the evaluation including CGMF and instead using ENDF/B-VIIIL.0 values as pseudo-experimental data
starting from 15 MeV.

3.2 Evaluated Results of ?**U(n,f) 7, Including CGMF

The evaluated 238U (n,f) Up results are shown in Fig. |2l They are based on model-predicted values by
CGMF using evaluated parameter obtained by a Kalman fit to the experimental data listed in Tables [I|
and Several parameterizations were tested out. Here, we show three of them: (1) TKE is simulated
with a bend in first-chance fission and default fission probabilities in CGMF, (2) TKE is simulated with
a bend in first-chance fission and fission probabilities updated as shown in Fig. (3| and (3) TKE is
simulated without a bend in first-chance fission and with updated fission probabilities. The evaluated
data with CGMF are close to the evaluation based on only experimental data, with the evaluation using
TKE with a bend in first-chance fission and updated fission probabilities being closest to the evaluation
based on only experimental data. The evaluation without a bend in TKE is getting closer to the one
based on only experimental data from 1.6 until 2.25 MeV and from 11 to 15 MeV, but is significantly
higher than all other evaluations from 2.25 to 4.5 MeV. The second-chance fission threshold 7, with
CGMF is higher than without for all the three parameterizations used. This could be caused by a too
large second-chance fission probability at this energy.

Therefore, two parameterizations of the fission probabilities were explored. The default param-
eterization in CGMF has a steep increase of second-chance fission from 5 to 6 MeV in the left-hand
side of Fig. [3| that in turn leads to a larger than realistic structure in the 23U fission cross section
at second-chance fission. However, using the default versus the updated parameterization changes the
evaluated 7, only a little from 6 to 7 MeV in Fig. |2l The evaluated 7, using CGMF is above the exper-
imental 1-0 uncertainties of two Frehaut data points and one data point by Asplund. It is difficult to
get experimental data at second-chance fission as assumptions have to be made on the shape of the
PFNS of 252Cf and 233U. Usually, one and the same shape is assumed for those two PFNS across all
incident-neutron energies, which could lead to bias in experimental data at the second-chance fission
threshold where the 238U PFNS is very different from the 2°2Cf(sf) PFNS. Also, again, the significant
angular distortion of fission fragment and prompt fission neutron emission of 238U renders an analysis
of 6238U 7, difficult. Hence, CGMF results could indeed be realistic but this is difficult to know until
we get 238U v data in two years. Further studies will be undertaken to see if the structure predicted
by CGMF at second-chance fission can be softened, and then a decision will have to be taken as to the
shape chosen for evaluated results.

3.3 Validation of Evaluated Parameters Against Various Fission Data

With the parameters from the evaluation with CGMF, we can calculate other prompt fission observables.
That enables studying how these observables, that were not included in the optimization, compare to
available experimental data. First, in Fig. [4, we show the pre-neutron emission mass distributions,
Y (A), comparison among the two CGMF calculations with and without the TKE bend and available
experimental data. There are small differences between the two CGMF parametrizations in the peaks
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Figure 2: Evaluated ?3¥U(n,f) v, are shown in comparison to ENDF/B-VIIL.0 and experimental data
that were used for the evaluation. The evaluated data were obtained with CGMF (with a bend in TKE
for first-chance fission and without any bends in TKE, also results are included for the previous and
new fission probabilities), and only experimental data.
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Figure 3: (Left-hand side) The default CGMF multi-chance fission probabilities for 238U are compared to
the updated ones. (Right-hand side) The 23¥U(n,f) cross section related to these two parameterizations
is shown and compared to ENDF/B-VIIIL.0 cross sections.
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Figure 4: Comparison between CGMF results for Y (A) calculated with parameters obtained by fitting
Up with and without the bend in the first-chance parametrization of the total kinetic energy. The
incident energy of the experimental data is given in the upper left-hand side of each panel, while the
incident energy of the CGMF calculation is given in the upper right-hand side.

of the distributions. The fit with a bend in TKE for first-chance fission better reproduces the mean
of most of the data below the opening of second-chance fission; however, it is important to remember
that these data are extracted from measurements after prompt neutron emission and the uncertainties
are often under-reported. Above the second-chance threshold, the two CGMF parametrizations are
essentially equally discrepant compared to the data.

Figure |5 provides the average total kinetic energy of the fission fragments as a function of incident
neutron energy. The parametrization without the bend in the first-chance TKE reproduces TKE
experimental data reasonably well, except at the lowest incident neutron energies (below about 3
MeV). For the parametrization with a slope change, the change in slope is more curved than the
default CGMF (the positive and negative slopes are less pronounced) and the calculated TKE is above
most of the experimental data. Again, the data has to be extracted from measurements after neutron
emission so there is often an ~ 1% uncertainty on the experimental values, even if it is not shown.
In Fig. @, we show TKE(A) and orkg(A) as a function of incident neutron energy. There are only
large differences in the highest mass regions—towards A = 160. For orkg(A), the parametrization
without the bend increases sharply at high masses, in an unphysical manner. Because of the high
order polynomial, small changes in the parameters can lead to large changes in this observable that are
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Figure 6: (Left) Total kinetic energy as a function of mass for 1 MeV incident neutrons. (Right) The
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not constrained by 7,. Once again, these changes indicate that we should revisit this parametrization
in CGMF, but cannot, unfortunately solve the question whether ENDF/B-VIIIL.0 or the new evaluation
are more realistic from 2-4.5 MeV.

We then plot prompt neutron and ~-ray observables compared to available experimental data.
First, in Fig. [} we show the average prompt neutron energy for the two CGMF parametrizations. The
largest difference between the two parametrizations is around Ei,. = 2.5 MeV, the same incident energy
where we see differences in the shape of the TKE. As in our previous reports, the average neutron
energy from CGMF is systematically low compared to data—although from the limited data here, we
reproduce the point at Ej,c = 15 MeV very well. Additionally, as mentioned previously, Chi-Nu has
measured the PFNS for 22¥U(n,f), and it will be interesting to add this more complete data set to Fig.
[7, in particular, to understand whether the striking feature at the opening of second-chance fission is
accurate.

Figure |8 shows the average ~y-ray multiplicity (left) and average v-ray energies (right) as a function
of incident neutron energy. There is almost no difference between the two CGMF parametrizations for
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Figure 8: (Left) Prompt average ~y-ray multiplicity from the two CGMF parametrizations compared to
that of ENDF/B-VIILO. (Right) Average prompt 7-ray energy from CGMF compared to one available
data point.

the ~-ray energies, and only slight slope changes for the ~-ray multiplicities. These slope changes,
again, come from the differences in the slope of the spin cutoff factor, «, but as of yet, cannot be
directly compared to experimental data.

Finally, in Fig. [9] we show the neutron and ~-ray multiplicity distributions for the two parametriza-
tions at an incident neutron energy of 1 MeV. The neutrons show some differences, particularly at v = 0
and v = 3. The ~-ray multiplicity distributions, however, are essentially overlapping. From the prompt
observables besides 7, there is little preference between the two CGMF parametrizations, besides in the
sensitivity to the parameters in opgg(A), which has been discussed several times and requires further
study.

4 Conclusions and Outlook

This report documents that we successfully completed an NCSP (Nuclear Criticality Safety Program)
FY2022 Q4 milestone: “?38U: Evaluate PFNS and multiplicity consistently, including angular infor-
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tions at 1 MeV incident neutron energy.

mation about prompt neutrons”. More specifically, we show that we evaluated 23*U(n,f) 7, (termed
“multiplicity” in the milestone text) with the code CGMF [1] that concurrently provides 7,, angular
information and prompt fission neutron spectra (PFNS).

This new evaluation of the 23¥U 7, had to be re-done from scratch as we did not have access
to the input for the ENDF/B-VIILO evaluation. Thus, all experimental data were re-analyzed and
their uncertainties estimated; several CGMF priors were established (using different parameterizations
for (K E), fission barrieris, etc.) and tested in evaluations and via comparison to fission observables.
Here, we present two types of evaluations, one based on only experimental data differential experimental
data, while the other also includes CGMF. The results from both evaluation types differ distinctly from
ENDF/B-VIILO from 2 to 4.5 MeV, and from 6 to 7 MeV. The latter are structures commensurate
with second chance fission and are expected from physics point of view. ENDF /B-VIIL.O 7, was likely
smoothed and structures due to second-chance fission were removed by this smoothing of the data. Of
larger concern is the distinct increase from 2 to 4.5 MeV. This is caused by ENDF/B-VIIL.0 basing
their data on Frehaut 7, that are systematically lower than the data of Nurpeisov and Vorobyeva from
2-4.5 MeV, and show a stronger inflection. For the analysis here, all three and additional data sets
were taken into account leading to the distinctly larger (up to 2%) 7,. Given the spread in data and
the overall quality that can be gleaned from the journal articles of these data, it is not clear which
experimental data are accurate and which ones are biased. Due to that, either ENDF/B-VIIIL.O or the
new evaluation can be correct.

Including modeling of CGMF does not change the evaluated data based on only experimental data,
but follows it closely except for second chance fission which we are currently working on. This lends
trust into that CGMF is able to produce evaluation-quality 7, as already has been seen for 239Py and
2357 Up. If one forward-propagates evaluated parameters fitted to 28U Up to various post-scission
fission observables via CGMF, these predicted fission data correspond to experimental data except for
TKE related observables. This could either hint towards a need to update some approximate CGMF
parameterizations, or might point to issues in the new evaluated 7, from 2-4.5 MeV. A high-precision
2387 v, experiment from CEA, that will be possibly delivered in the next two years, might yield
essential input here.

However, such big changes in 7, from ENDF /B-VIIL.0 will have implications when simulating the
effective neutron multiplication factor, keg, of ICSBEP critical assemblies [25] sensitive to 2*3U from
2-4.5 MeV. One needs to counter-balance this change in k.g due to an updated 7, to retain overall
good performance in simulating critical assemblies.
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In the near future, Chi-Nu PFNS experimental data are expected to be released. CEA PFNS
will likely delivered a year later. These will likely yield important input on the 233U PFNS for which
only few independent measurements exist to date. It is possible that a new PFNS evaluation would
counter-balance the change coming from 7,. Hence, the decision was taken to validate 28y Up once
the new PFNS is evaluated with Chi-Nu data, and then perform necessary tweaks. The evaluated
data will only be submitted together to a release candidate of a U.S. library to minimize the need for
tweaking given two changing observables. If, however, integral information paired with the new PFNS
yields no conclusive input on the deviation of the new evaluation from ENDF/B-VIIL.0 from 2-4.5
MeV, we recommend holding off including the new 7, until the future CEA 7, experiment will provide
the necessary confirmation.

5 Point of contact

Denise Neudecker is the point of contact for questions on experimental data, the evaluation, and
validation with respect to various integral quantities. Amy E. Lovell is the point of contact for questions
on model calculations, model sensitivities, and validation with respect to various differential fission
data. Toshihiko Kawano helped in parameterizing second and third chance fission. Patrick Talou is a
CGMF expert and advised both Amy and Denise strongly on their work.
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A Comments on Experimental Data for **U 7,

Asplund 1964 They measured with two different mono-energetic neutron sources but also per-
formed TOF for energy determination at higher incident-neutron energy to distinguish spurious neu-
tron groups. They used the ratio liquid-scintillator technique. A coincidence between FF and PF
gammas in scintillator (doped with Gd) was used as a start of the gate. Most uncertainties are take
from the template as the authors generally gave correction factors rather than uncertainties. The
template values are within a credible range given the corrections that the authors mention. All in all,
a well-done data set that is described in detail. It seems that Asplund 1964 and Conde 1961 are corre-
lated. They share 2 common authors and the description of the detector is very similar. Asplund was
aware of many necessary corrections, but delayed gammas, displacement of samples, sample impurity
and forward boost were not corrected for. The data seems systematically higher than evaluation > 2
MeV. The gate is open for a reasonably long time (45 us).

Conde 1961 They measured with one mono-energetic neutron source but also performed TOF for
energy determination at higher incident energy to distinguish spurious neutron groups. They used
the ratio liquid-scintillator technique.A coincidence between FF and PF gammas in scintillator (doped
with Gd) was used as a start of the gate. Most uncertainties are take from the template as the authors
generally gave correction factors rather than unc. The template values are within a credible range
given the corrections that the authors mention. All in all, a well-done data set that is described in
detail. It seems that Asplund 1964 and Conde 1961 are correlated. They share 2 common authors
and the description of the detector is very similar. This is a well-documented data sets. Conde was
aware of many necessary corrections, but delayed gammas, displacement of samples, sample impurity,
sample thickness and forward boost were not corrected for.The data seems systematically higher than
evaluation at 14 MeV. The gate is open for a short time (30 us).

Desai 2015 his is an unusual measurement. It is a PFNS measurement, from which they extracted
VUp. The experimental data agree well. I am worried about their missing multiple-scattering correction
as this can cause a sizable contribution on a PFNS measurement. However, they took the ratio to
252(Cf. The correction in their PENS can amount to 2%. I add a 1.0% multiple scattering uncertainty
for 7,. Also, they did not correct for angular distribution, something that is very important for 23U
and when measuring with two neutron detectors. Therefore, adding unc. The paper does not state
how they got multiplicities. I assume extrapolation and would add 0.5% for that given that the PFNS
starts at 0.7 MeV. The "total” uncertainties are low, so I assume them to be statical in nature and add
templates on top. Missing corrections: multiple scattering, angular distribution, sample thickness.

Fieldhouse 1966 The level of documentation and knowledge that went in this experiment of 1966
is impressive. Fieldhouse and Moat provided also input data for the 252Cf(sf) standard and knew what
they were doing. The 14-MeV point is very uncertain but agrees reasonably well with other exp. and
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eval. data. They have a good neutron-detection efficiency (0.89% with 0.2% uncertainty.) The gate
was open reasonably long (40 us). They provided PENS uncertainties, but I rather take my own. They
were aware of many corrections and did a great job. Did an estimate of delayed gammas but could
not calculate it. Not many uncertainties are given but templates fit together with reported sizes of
corrections.

Frehaut 1980 This is a well-documented data sets. Frehaut was aware of many necessary corrections,
but one has to look a bit at later publications to figure out what corrections were applied to the data.
The data seems systematically lower than the evaluation but that might be caused by a bit too low a
monitor value that Frehaut used. The gate is open for a reasonably long time (50 ps). Julien mentioned
there is an issue with the data because of (n,2n) and 7, competition not correctly resolved. Frehaut
cites a total systematic uncertainty of 0.5%.

Leroy 1960 This is a well-documented data set and they were aware of many effects for the time
(1960). Unfortunately, the documentation is in French making an in-depth analysis somewhat hard.
The 14.2 MeV point agrees well with evaluated data and other exp. data. Gate time could not be
found. They give rather large detector efficiency (PFNS) uncertainties. They were aware of many
corrections and did a great job. Missing corrections: delayed gammas, sample thickness, displacement
of sample.

Mather 1965 This is a medium well-documented data sets. They were aware of many effects that
need to be corrected for. I am worried by the fact that they use Pt backing foils that are known to lead
to necessary Coloumb corrections for (n,f). Not sure if they studied it here. It reads like they are using
252Cf(sf) ;. They got the detector efficiency with that measurement. The data are systematically
high. Missing correction: delayed gammas, sample thickness and displacement of sample.

Nurpeisov 1975 They did a very good job describing what was corrected. Their data agrees well
with the bulk of other experimental data except in the dip around 2.75 MeV. A 75% detector efficiency
is reasonable. The gate is open for a long time (100 ws). However, this is explained by the time
the neutron spends inside the detector (50 us) on average and seems to be a material-dependent
quantity. They get the random coincidence (sometimes termed false-fission events) by measuring 250
ns after the fission pulse is detected. Sounds reasonable. Multiple scattering effects were reduced
by shielding. Detector efficiency was measured. Therefore, the usual PFNS uncertainty is replaced
by detector efficiency uncertainty. They had problems with beam stability above 3.5 MeV. Did a
good job at uncertainty quantification and corrections. Explicit uncertainties are given for correction
factors which will be used as uncertainties. Two effects they missed: delayed gammas and sample
displacement, so uncertainties from the template were taken. I also added impurity uncertainty as I
don’t have much information to go by.

Sabin 1972 The data have a wave-like structure that makes me wonder about their statistical
uncertainties. The TOF length is 35 m, with a time resolution of 1 ns/m that was used to calculate an
energy uncertainty. Fission was detected by prompt gammas. They accounted for multiple scattering
in the sample, sample holder/ backing (Pb) by doing measurements just with the sample holders/
backing. The neutron-detector efficiency assumes a value of 70%. That is not the best value but
reasonable. The statistical uncertainty of the combined data set is 0.8-1.8%. The neutron-detection
efficiency uncertainty is given with 0.5% which replaces the PFNS uncertainty. Background uncertainty
of 1.0% + 0.5% capture uncertainty is given. It seems that the total uncertainties in EXFOR consist
of neutron-detection efficiency uncertainties, background uncertainties, and statistical uncertainties.
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Hence, the latter can be backed out. Multiple scattering corrections are given with 4-8%. I take 0.5%
as uncertainty.

Vorobyeva 1981 The data were very well documented with regards to uncertainties and correction
factors. they thought of many pertinent corrections. The only missing correction was delayed gam-
mas. The data meander around VIII.0. Uncertainties for PFNS, sample displacement, many types of
background, sample thickness, energy, and of statistical nature were explicitly provided.

Zangyou 1975 This data set is documented in a Chinese article, so I could not read it, but EX-
FOR gave the impression of a fairly detailed analysis. Many uncertainty sources or corrections were
discussed. The data seem systematically lower at low energies and too high at high energies. It is
unknow how long the gate was open.

Rejected data sets because measured above 20 MeV Frehaut (1980-2), EXFOR-number:
21685.003: Data are measured at energies larger than 20 MeV. We will only evaluate until 20 MeV
and then revert to ENDF/B-VIIL.0. But this library seems to have take Frehaut (1980_2) anyway.

Rejected data sets because either clearly outlying, or for physics reasons, too large uncer-
tainties or insufficient uncertainty information provided both in EXFOR or the literature

e Barnard (1965): No uncertainties are reported but data fall right on VIIL.O. The data were
extracted from a PFNS measurement. While the data were “measured” as part of experiment,
they seem to be derived from fitting PFNS data to a Maxwellian and then backing out the 7/,.
Given the lack of information and uncertainties, I reject those data.

e Baryba (1979): The data are 15% off at 14.7 MeV. Extracted from PFNS measurement, measured
at 1 angle (at 14.7 MeV this would lead to angular bias). I could not get any documentation
and many corrections are missing (only attenuation and background are mentioned, no angular
distribution, no energy extrapolation, etc.).

e Bethe (1955): The data are 5% off at 4.5 MeV. The uncertainties are in the range of 13%.
The information in EXFOR is extremely scarce. This measurement will have no impact on the
evaluation and is clearly biased.

e Boikov (1991): This is an unusual measurement. It is a PFNS measurement, from which they
extracted 7,. The experimental data are too low at 14 MeV and are too high at 2.9 MeV. Angular
distributions are not considered and can bias 233U more than ?3Pu and ?*°U.

e Butler (1962): Unfortunately, the data are very scarcely described in EXFOR (no information
on set-up, unc., etc.), and the journal publication cannot be retrieved. It is only one data point.

e Bondarenko (1958): The data are 11% off at 4.0 MeV. The uncertainties are in the range of 3%.
The information in EXFOR is extremely scarce and the proceeding can only be bought. This
measurement will have no impact on the evaluation and is clearly biased.

e Diven (1957): This data set is vvery scarcely described. Not even the monitor is given and
in Diven’s case this could be both 23°U-235 ¥ at thermal or 2°2Cf(sf) 7. The publication is a
theoretical paper with no experimental details, the EXFOR entry is very short.Also, the data are
systematically high (6%) which could be due to an outdated monitor. It is also fairly uncertain

(3.4%).
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Flerov (1958): This is an unusual experiment. They measure the total production of neutrons for
14.1-MeV neutrons in then subtracted (n,2), (n,inl) and divide through the fission cross section.
They did not have an (n,inl) cross section, so they extrapolated it. We do not know (today,
not 1958) the cross section to better than 25%. It is amazing that the datapoint is only 3%
lower than VIII.0. This data set is much too uncertain and riddled with too many systematic
unknowns to be considered.

Johnstone (1965): The gate was open too long (500 us), will measure a lot of background. The
monitor is also not properly described in the EXFOR entry. This is natural uranium. The
statistical uncertainty is large (4.5%). The data will likely have no impact at all and are rejected.
Not surprisingly that data are outlying. Missing corrections: attenuation, sample thickness,
angular distribution of FF (at 14 MeV), forward boost ( at 14 MeV), geometry, displacement of
sample. The data point at 2.5 MeV is too low by 10% and 7%, at 14 MeV.

Kornilov (1980): The data are very outlying (10% low). The first article is in Russain. The
second one presents data for another incident-neutron energy range by Zhurvalev in Table 2 and
Table 3 Kornilov data. The latter, which are actually in EXFOR, are extracted from a PFNS. I
might take Zhuarvlev data but not Kornilov data in EXFOR.

Kuzminov (1961): The documentation of the data could not be obtained and they are scarcely
described in EXFOR. They are also highly outlying (8%).

Laurent (2014): The neutron detector efficiency is 30% for below 1 MeV and goes down to
10% at 10 MeV. Le., you need huge corrections. Given that, the results are surprisingly well in
agreement with VIIT.0. BUT, the statistical uncertainties are HUGE, on the order of 3% to 10%.
For some data points, you really see the scatter and the data are highly outlying. I doubt if the
data would have any impact at all. It should be mentioned that these were only auxiliary data
used to test their detector. No systematic uncertainties are provided.

Sher (1960): The data are 5% off from VIIL.0 and have 12% unc. Le., they will have little impact.
They also use a reactor spectrum rather than an accelerator which makes one wonder about the
incident energy they see.

Smirenkin (1966): This measurement extracts 7, from a PFNS measurement. They take the
252Cf(sf) PFNS as a reference, and then back the detector efficiency out. So, in a sense it is an
absolute measurement. They excluded secondary neutrons via TOF. Background was reduced
via TOF and shielding. Fission fragments were detected via a fission chamber coincident with
neutron detectors. The time-of-flight length is 1.7 m with a time resolution of 2.5-3 ns. 30%
detection efficiency for neutrons is very low. This is a matter of concern. No correction on
multiple scattering is mentioned. That is a problem for a PFNS, especially, one that is so far
from the reference of 2°2Cf(sf) PFNS at this energy. Given this important missing correction, I
leave the total unc. as statistitical. Missing corrections : impurity; deadtime; sample thickness;
multiple scattering. As it is the only measurement above 15 MeV, I left it at first in despite the
many flags raised. But the values were biased low and adversely impacted the evaluated 233U
Up. So, in the end, I rejected it after all.

Taieb (2007): The data were obtained through a PFNS measurement using the FIGARO array.
This is a predecessor of the Chi-Nu array. John O’Donnell from both the FIGARO and Chi-Nu
teams had highlighted previously there that are systematic issues with that array (background),
and that was why the array was replaced by Chi-Nu. Time resolution was also large, they
covered only angles from 45 to 135 degree. Angular distributions matter especially or 2**U at
low energies, where data are systematically over-predicted ( 7% high at 2.5 MeV) The spectrum

18



522

523

524

525

526

527

528

529

530

531

532

533

534

535

536

537

is measured from 0.7-7.0 MeV, otherwise, they extrapolated with a Watt spectrum. To make
matters worse, they calibrated their measurement to Boikov 2.9 MeV PFNS, which raised flags
as well. They did not measure pre-equilibrium because of the 7-MeV FEy,; cut-off and their v,
is systematically low above 10 MeV (7% high at 13 MeV). The data are rejected for the reasons
above. Also, the experimental uncertainties are scarce and the data set is preliminary.

Vasilev (1960): I could not find the article (journal out of print) and the EXFOR entry is the
barest skeleton I have seen so far. I have no clue what was corrected for, if there was a monitor
used, what the uncertainties are. In addition to that, the data point is outlying (3%) and highly
uncertain (7%). I reject it given the lack of information.

Voignier (1968): Very little information in EXFOR entry, no paper found and derived from elastic
and inelastic scattering with 9% detector efficiency uncertainty. This data set would have very
little impact and is not informed well enough for the evaluation.

Yamamoto (1979): No uncertainty information and uncertainties given. Corrections are not well
described. 7, is derived from ”Neutron emission, Mass distribution and Energetics”, so not a
typical 7, measurement. 7, data are just a by-product of the measurement, not meant as a v,
experiment.
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