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ABSTRACT

Cathode-directed streamer evolution in near atmospheric air is modeled in 3D pin-to-plane geometries
using a 3D kinetic Particle-In-Cell (PIC) code that simulates particle-particle collisions via the Direct
Simulation Monte Carlo (DSMC) method. Due to the computational challenges associated with a
complete 360° volumetric domain, a practical alternative was achieved using a wedge domain and a

range of azimuthal angles was explored (5°, 15°, 30°, and 45°) to study possible effects on the streamer
growth and propagation due to the finite wedge angle. A DC voltage of 6 kV is administered to a

hemispherical anode of radius 100 pm, with a planar cathode held at ground potential, generating an

over-volted state with an electric field of 4 MV/m across a 1500 um gap. The domain is seeded with
an initial ion and electron density of 10! m™ at 1 eV temperature confined to a spherical region of

radius 100 um centered at the tip of the anode. The air chemistry model [1] includes standard
Townsend breakdown mechanisms (electron-neutral elastic, excitation, ionization, attachment, and
detachment collision chemistry and secondary electron emission) as well as streamer mechanisms
(photoionization and ion-neutral collisions) via tracking excited state neutrals which can then either
quench via collisions or spontaneously emit a photon based on specific Einstein-A coefficients [2, 3].
In this work, positive streamer dynamics are formally quantified for each wedge angle in terms of
electron velocity and density as temporal functions of coordinates 7, ¢, and 3. Applying a random
plasma seed for each simulation, particles of interest are tracked with near femtosecond temporal
resolution out to 1.4 ns and spatially binned. This process is repeated six times and results are
averaged. Prior 2D studies have shown that the reduced electric field, E/#, can significantly impact
streamer evolution [4]. We extend the analysis to 3D wedge geometries, to limit computational costs,
and examine the wedge angle’s effect on streamer branching, propagation, and velocity. Results
indicate that the smallest wedge angle that produced an acceptably converged solution is 30°. The
potential effects that a mesh, when under-resolved with respect to the Debye length, can impart on
streamer dynamics and numerical heating were not investigated, and we explicitly state here that the
smallest cell size was approximately 10 times the minimum Ap in the streamer channel at late times.
This constraint on cell size was the result of computational limitations on total mesh count.
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ACRONYMS AND DEFINITIONS

Abbreviation

Definition

3D Three dimensional

PIC Particle-In-Cell

DSMC Direct Simulation Monte Carlo

DC Direct Current

r Radial coordinate in cylindrical coordinate system

@ Azimuthal coordinate in cylindrical coordinate system
Axial coordinate in cylindrical coordinate system

2D Two dimensional

Ap Debye length

N> Diatomic nitrogen

uv Ultraviolet

0. Diatomic oxygen

MCC Monte Carlo Collision

FEM Finite Element Mesh

0 Charge density

£ Permittivity

"4 Electrostatic potential

E" Electric Field and n!" time step

n Refers to the nt" time step

At Time step

i Refers to the " charged particle

Vi Velocity of the " charged particle

m; Mass of the " charged particle

qi Total charge of the " charged particle

F; Force exerted on the ™ charged particle

VHS Variable Hard Sphere

N Atomic nitrogen

0] Atomic oxygen

A Particles of species A

Ny Number of computational particles of species A

Vel Volume of a mesh cell

w Particle weight




Abbreviation Definition
B Particles of species B
N, Number of candidate computational particles for collision
o) Interaction factor for collision between particle species A and B
Ng Number of computational particles of species B
v, Relative speed between particles of species A and B
Otot Total interaction cross section between particles
OVHS Cross section for Variable Hard Sphere Collision
w; Weight of j particle
Wy Weight of k" particle
J Refers to j" interaction particle
k Refers to kthinteraction particle
R, Random number between 0 and 1
7 Lifetime of an excited state
Ro Uniformly distributed random number between 0 and 1
t Time coordinate
Ax Smallest mesh element size
dz Incremental distance in the axial direction
dr Incremental distance in the radial direction
@ Total azimuthal wedge angle
E, Component of the electric field along the azimuthal direction
d¢ Incremental distance in the azimuthal direction




1. INTRODUCTION

In contrast to Townsend breakdown, an alternative operating regime where space charge effects can
significantly distort the local field of an electron avalanche, can exist. Under these conditions, the
phenomena of streamers emerge as precursors to complete ionized channel formation, whereby the
gap between two conductive surfaces is electrically shorted. Due to their role in a wide variety of
applications including surface flashover [5], breakdown in liquids [6, 7], automotive spark-plugs [8],
combustion [9], switches [10], sprites and lightning [11, 12, 13, 14], and medicine [15], streamers are
gaining momentum as an important area of scientific study.

Streamers are generally classified into two categories — negative, or anode-directed, and positive, or
cathode-directed. Anode-directed streamers propagate in the direction of electron drift and do not
require a continual source of new electrons ahead of the streamer front to grow since electrons from
the ionized region of the streamer can drift in the direction of the field. Cathode-directed streamers
on the other hand propagate in a direction opposite the electron drift velocity and therefore require a
continual source of fresh electrons ahead of the streamer front to grow. The origin of this source is
often fueled by photoionized electrons ahead of the streamer front that generate electron avalanches
or “branches” that propagate back to the streamer head, and ultimately merge into the main “trunk”
of the streamer. These electron avalanches are the result of electrons that enter the high field region
near the streamer head and rapidly multiply due to electron-impact ionization. In nitrogen-oxygen
mixtures such as air, the photoionized electrons that are responsible for this process are born as a
result of N, molecules that are initially excited and then emit UV-photons in the 98 to 102.5 nm range,
capable of ionizing O, molecules. In this paper, we present the evolution of positive streamers due
to the fact that they form more readily in air [16].

We present here three-dimensional simulations in near atmospheric pressure air as part of a two-fold
effort, comprised of pushing the boundaries and fidelity of current streamer simulations achievable
via the use of massively parallel processing, and to determine if any 3D streamer effects would be
vital to advancing our understanding of streamer discharge dynamics. It was not known a priori what
wedge size (azimuthal angle), if any, would strike a sound balance between computational efficiency
and 3D dependent discharge behavior.

Our approach is distinctly dissimilar to various classes of 3D studies that have used:

a) a fluid model of the drift-diffusion reaction type in a uniform background field generated by a
parallel-plate like geometry [17, 18, 19, 20, 21],

b) a fluid model in a rod-plane configuration characterized by a non-uniform background field [22],

¢) a PIC-MCC (Monte Carlo Collision) method in a uniform background field that does not take
into account the time delay between generation of an excited state and the creation of a
photoionized electron-ion pair [23],

d) both PIC [24] and PIC-MCC |25, 26] methods where electrons are modeled as particles while ions
are immobile and included as fluid-based densities alongside a homogenous stationary background
of neutral gas molecules,

e) a PIC-MCC approach comprised of coupling 2D-axisymmetric coordinates with a quasi 3D
approach during the initial stages of streamer development [27],

f) a hybrid approach for negative streamers that excludes photoionization, such that electrons in
high field and low density regions are treated as particles but coupled with a fluid model for the
remainder of the domain [28, 29, 30], and



@) an iterative method that solves the discretized elliptic Poisson equation in either matrix or equation
forms where photoionization is modeled with a homogenous electron density [31].

Although one of the most similar models used a 3D implicit PIC code where fully kinetic Monte Carlo
treatment was applied to all particle interactions in electronegative gases, the method was still MCC
and while specifics of the implementation were not provided in the papert, typically MCC methods
conserve only mass and charge in the their collisions [32], and not momentum or energy. In order to
conserve charge, momentum, and energy (as DSMC does), one must solve the fluid equations for the
evolution of the background gas in a coupled hybrid scheme, which introduces its own challenges.

In [33] a fully kinetic PIC-DSMC approach was used with a 10° wedge to model streamer dynamics
in a nitrogen/helium gas mixture. However, they acknowledged the question of whether the small
wedge angle was sufficient for capturing the 3D effects of streamer dynamics or if the streamer plasma
formation would exhibit additional asymmetric 3D features if a full 360° domain had been possible to
simulate. Furthermore, since 2D-axisymmetric simulations innately impose ¢@-symmetry, any 3D
effects in this coordinate are entirely neglected as it is not possible to capture variations along phi.
Imposing such a restriction has the potential to adversely affect streamer evolution in other directions
as well. In this paper, we will show that ¢-directed streamer branching is in fact strongly influenced
by the wedge angle.

Figure 1 serves to exemplify our computational capabilities in which electric field and electron density

distributions are shown along various dimensions for 5° and 30° wedges. We present this “result” in
this introductory section to better prepare the reader for the metrics and model setup we describe in
more detail below. Specifically, the magnitude of the electric field and electron density are overlaid on
top of one another along a vertical slice in the g plane, spatially located at the midsection of each
wedge. For visual clarity, the vertical slice has been ar#ficially oriented to lie in the plane that is the

rear vertical face of each wedge (i.e., ¢ = 5°, 30°), explaining the more pronounced planar tilt shown
for 30°. The electron density distribution in the 7~¢ plane is also shown at four different heights above
a planar cathode located at £ = 0, namely 700, 900, 1100, and 1300 pm. A pin-shaped anode is located
1500 pm above the cathode surface. Although addressed in greater detail in the discussion to follow,
it suffices here to note that the electric field and hence streamer evolution follow a more off-axis path

for the 5° case, while greater on-axis propagation is observed at 30°. The latter case is representative

of 15° and 45° as well. ~ The bending of the electric field contours as they approach the cathode is
expected in order to satisfy boundary conditions requiring orthogonal termination at a perfect
conductor boundary condition.

10
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Figure 1. Electric field magnitude and electron density (both log scales) are shown along the
vertical slice taken through the midsection (here the angle is swept from -@/2 to +d/2, where the
mid-plane is at ¢ = 0) of 5° and 30° wedges at 1.4 ns. The electron density is projected on
perpendicular horizontal triangular sections bisecting the wedge in the r-¢ plane at z =700, 900,
1100, and 1300 um above the cathode (bottom most edge of vertical slice). The vertical slice has
dimensions of 600 um (r) x 1500 um (z), the latter representing the pin (anode) to plane (cathode)
distance. The vertical slice for each wedge angle has been oriented such that it lies in a plane
tangential to the back face of the wedge, strictly for visual clarity. The 30° case shown here is
representative of 15° and 45°.
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2. COMPUTATIONAL MODEL

Streamer physics is modeled using a Sandia National Laboratories developed code, Aleph [34], a
particle-in-cell (PIC) [35] direct simulation Monte Carlo (DSMC) [36] electrostatic Poisson solver
employing an unstructured finite element mesh (FEM). Aleph [34] is designed to support parallel
processors on the order of tens of thousands with element and particle counts on the order of 1 billion
and 1 trillion [33], respectively, with the versatility to model 1D, 2D and full 3D domains.

2.1. Particle Pushing

The Lorentz forces imposed on particles and the subsequent velocities they acquire are determined
by solving for the irrotational electric field from Poisson’s equation
pn
V-E"=V-[—VV]=? 1
where p, & 17, and E" represent the charge density, permittivity, electrostatic potential, and electric
field at the #™ time step, respectively. Using a Vetlet Leapfrog approach with a simulation time step

1
of Az, the M charged particle velocity v; at the n + 5 time step is calculated via the Lorentz Force on
the particle (in the absence of a magnetic field)

v, ‘—7v!
m;—————=F = q;E"
At/2

whete #,, g, and F;are the mass, charge, and force on the / particle, respectively. The new particle
velocity is subsequently used to update the position of the " particle, x;, at the #+1 time step

+1
xit =X 172 3

At '

The updated particle positions are then mapped as discrete particle charges via a mesh-conforming
charge density, and the finite element method is invoked to subsequently update the electric fields
everywhere on the mesh by evaluating Error! Reference source not found.. Applying the
formulation of Error! Reference source not found., the velocity at the #+1 time step is then
determined using the updated electric fields, and the process is iterated

1
n+s
'D?+1 —v; 2

ez R aE

m;

2.2. Air Chemistry

The air chemistry model is comprised of standard Townsend breakdown mechanisms including
electron-neutral elastic, excitation, ionization, attachment, and detachment collision chemistry and
secondary electron emission, as well as streamer mechanisms including photoionization and tracking
excited state neutrals that can either quench as a result of collisions with background neutrals (with an
assumed probability of quenching, Pyuench = '/2), of spontaneously radiate a photon, auto-dissociate,

12



or auto-ionize based on transition-specific Einstein-A coefficients [2, 3]. Additionally, ion-neutral
(and neutral-neutral) collisions are included.

Photons are modeled as discrete particles that move and stochastically collide through a simulation
time step, like other particles in the domain. Diatomic nitrogen and oxygen are assumed to be the
dominant species for heavy-heavy particle interactions including elastic collisions via the Variable Hard
Sphere (VHS) model [36], quenching, and charge exchange [37] collisions. We utilize a simple
approximate model for quenching where 50% of the elastic collisions between an excited and ground
state neutral result in quenching the excited state to ground and the energy is converted into relative
kinetic energy of the collision pair. Dry air is modeled but N-N, N-O, and O-O interactions are
excluded as those collision rates are several orders of magnitude smaller than the included reactions.
Anisotropic scattering [38] is used to model all electron-neutral collisions, including both atomic and
diatomic nitrogen and oxygen. These collisions include elastic, excitation (electronic, vibrational, and
rotational), attachment (3-body and dissociative), and ionization comprised of single (from ground
state), multi-step (from metastable states), double, and dissociative types. Dissociative recombination
via electron-ion collisions with N3 and O3 ions is also included, along with electron detachment due
to negative 03 anion-metastable collisions governed by a detachment cross section [4].

2.3. Particle Interactions

In the PIC-DSMC technique, the number of real (physical) particles of each species are spatially

tracked over an elemental grid and are represented by a reduced number of “super-particles” within

each grid cell in order to constrain the problem space within realizable computational limitations, such

as computer memory. Real particles are converted to super, or computational particles, via a weighting

scheme, such that the number of computational particles of species .4, for example, occupying a grid

cell is described by

N,= naV ceur 5
w

where 7.4, 17, and w are the density of real particles of species A, the volume of a mesh cell, and the

particle weight, respectively.

A more detailed description of kinetic interactions can be found in [33] and is therefore only
summarized here. Applying the modified No Time Counter (NTC) method [39], the collision of
particle species 4 with another species B is governed by a process that randomly selects the number
of candidate particles, N, to pair via the following,

NANB(W T Uyt O-tot(vr))max 6

Nc = QAB Vcell

whete €245, N4, Ng, Vo, w, v,, 04, represent an interaction factor, number of computational particles
of species 4, number of computational particles of species B, the computational particle weight, the
volume of the mesh cell, the relative speed between particles .4 and B, and total interaction cross

section, respectively. Here, €245 takes on values of either 1/2 or 1 depending upon whether the same
(A = B) or different (A # B) particle species are interacting, respectively. The sum of all interaction
cross sections (e.g. inelastic, elastic, excitation, single ionization, etc.) is represented by oy, On the
contrary, traditional DSMC does not use the sum of all the cross sections (i.e., 0;,), but instead uses
Ovs, since the VHS (Variable Hard Sphere) cross section is calibrated to match viscosity, etc. at low

13



temperatures. The expression (w1 0y)ma represents the maximum value of (min(w;wg) 2y 0yy)),
sampled at each timestep by randomly selecting particle pairs (7,£) from .4 and B particle species
residing within a given cell. N particle pairs (7,£) are then chosen but are only allowed to collide if

(min(WjJWk) “Up Gtot)

(W 7 Gtot)max

Here R; is a uniform random number between 0 and 1. In the event that an interaction is comprised
of particles with different computational weights, the more heavily weighted particle is divided into
two computational particles, comprised of one that is equal in weight to the particle being collided
against, and the other taking on the remainder of the weight in order to conserve mass. The resulting
collision is only between the computational particles of equal weight.

24. Photonic Mechanisms

As a detailed treatise describing the kinetic modeling of photon mechanics is already provided
elsewhere [3, 33], the topic is only briefly summarized here. In the present model, computational
photons are generated after a computational excited state atom or molecule spontaneously decays,
radiating a computational photon. The resulting wavelength of the created photon is dependent upon
the transition energy, transition rate, and emitter velocity. An excited electronic state emits if the
following condition is realized,

At

Roy<l—e = 8

where Af is the simulation time step, 7, is the lifetime of an excited state, and R, is a uniformly
distributed random number between 0 and 1. The direction of an emitted photon is sampled from an
isotropic distribution and the corresponding wavelength is associated with a Voigt distribution
characterized by gas temperature, T, and Einstein coefficient for spontaneous emission, A4, where .4

=1/z.

Unlike some 3D PIC-MCC models where the time delay between generation of an excited state via
collision and emission of a photon is assumed to be zero [23, 25], our discrete approach accurately
models these timescales. In [25], the authors point out the following assumption and corresponding
uncertainty with their model: the delay between the generation of an excited state and the emission of
a UV-photon is assumed to be zero because they are “unaware” of good data on the delay. We believe
this assumption is a questionable approximation for studying initiation of streamers on timescales
(nanoseconds) that are shorter than typical allowed optical transition lifetimes (~10 ns). If we assume
every excited state decays instantly, this will lead to the generation of an unrealistically large population
of photons, higher rates of photoionization, and subsequently higher electron densities, which can
ultimately mask the actual stochastic initiation and propagation of the streamer.

Transition rates are governed by transition-specific Einstein-A coefficients [2, 3], creating a
competitive process between the rates of excited state quenching via collisions and spontaneous
emission to multiple different lower states. Some the transition energies are energetic enough to cause
photoionization. We track transitions for Nj, O,, N, and O between various excited states and lower
excited states. Spontaneous emission of photons that are below the ionization energy of O, (12.071
eV) cannot photoionize and are therefore ignored for computational efficiency, but the state-to-state

14



transition is captured such that correct branching ratios are obtained for states that decay via multiple
pathways.

2.5. Mesh and Boundary Conditions

The initial seed electron responsible for generating an avalanche of electrons that is the precursor to
the space charge and field distortion needed for streamer initiation could potentially be realized by the
presence of stray cosmic rays. However, to reduce the computational expense associated with the very
early processes leading up to streamer initiation, including the development of an initial electron
avalanche growing towards the anode, the simulation domain is seeded with an initial plasma density
at time #= 0. This seed plasma is comprised of 10'® m electrons with T, = 1 €V, and an equal number
of ions at T; = 300 K. Their positions are uniformly randomly distributed in a 100 pm radius sphere

placed at the tip of a hemispherical shaped anode (100 pm radius of curvature) separated 1500 pum
from a planar cathode. The background gas is 600 Tort (atmospheric pressure in Albuquerque, New
Mexico) of 300 K “air” consisting of an 80%,/20% molar mixture of N, and O,. The discharge is
operated in a strongly over-volted mode with a constant 6 kV DC potential on the anode, generating
a bulk electric field of 4 MV/m across the gap. This is sufficient to stimulate rapid initiation and
evolution of a positive (cathode-directed) streamer. Table 1 provides a summary of some estimated
plasma and numerical parameters that constrain the problem domain. The stated Debye length of
0.235 um is based on an average electron temperature and density in the streamer front of
approximately 0.5 eV and 5 x 10 m?, respectively.

Full kinetic modeling of all particle species, including electrons, ions, neutrals (atoms, molecules, and
excited states), and photons, is enforced, thereby improving the accuracy in characterizing any non-
Maxwellian behavior such as that present in the head of the streamer front. Full 3D kinetic modeling
is nonetheless subject to its own set of obstacles, such as the challenge to adequately resolve spatial
scales like the Debye length, Ap. We have shown previously [40] that if the Debye length is “modestly”
unresolved (e.g., 1 < Ax/Ap < ~10) that the streamer velocity and electron densities are slightly
affected; however, the overall streamer characteristics and dynamics are not significantly impacted by
meshes moderately larger than the Debye length, especially over the short time scales of streamer
initiation [4]. However, in simulations where the streamer is allowed to grow until the formation of a
full spatk closes the gap, the electron density continues to grow (i.e., Ap becomes increasingly smaller,
Ax/Ap > ~10) and ultimately reaches a threshold where the effects of an under-resolved mesh on
streamer dynamics and numerical heating can no longer be ignored. This is not the case for the
simulations discussed herein. Furthermore, in terms of the 3D wedges used in the current study, we
expect that the numerical error due to an under-resolved element size, with respect to the Debye
length, should be independent of wedge angle. The element size and meshing algorithm were the
same for all wedge angles. An additional challenge involves achieving temporal resolution that
accurately characterizes high pressure plasma dynamics, such as those associated with large plasma
and collision frequencies which required timesteps on the order of femtoseconds. These small

timesteps coupled with element counts on the order of 100 million (for 45° wedge) still required
computational run times spanning 48 hours on up to 10k cores, to produce approximately 1.5 ns of
physical simulation time.

A uniform-sized tetrahedral mesh with dx = ~2.97 pm elements was applied to a region bounded by

the pin anode, the cathode, and from the wedge axis of symmetry to an outer radius of 600 um (see
Figure 2). Outside of this region a non-uniform mesh that gradually increases in size radially outward
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from element to element by a Zx multiplicative factor of ~1.04 across a 2400 um (r) x 3000 pm ()
region. We denote these as the inner and outer regions, respectively (see Figure 2). A planar cross
section of a wedge with dimensions and boundary conditions are shown in Figure 2Errot! Reference
source not found. along with an unstructured tetrahedral mesh used for a 45° 3D wedge simulation
in Figure 3. All element sizes in the figure have been increased by a factor of 4 to enhance the clarity
of elements. Such an unstructured mesh further reduces computational expenses by improving the
effectiveness of the mesh in the simulation domain, providing finer elements in the region of streamer
propagation and coarser elements where no or minimal plasma formation is expected to occur. The
total number of elements resulting from this unstructured approach for 5°, 15°, 30°, and 45° wedges
are approximately 12, 36, 72, and 105 million elements, respectively.

Table 1 shows that the Debye length (0.235 pm) in our simulations is approximately 10x that of the
minimum element size (2.97 pm). However, it is important to note that because the streamer density
rapidly grows with time over an extremely small time scale (~1 nsec in our simulations), the mesh size
to Debye length criteria is only violated for a very short period of time near the end of the simulation
and confined to the relatively small region predominantly near the streamer head and throughout the
streamer channel. The density grows as photoionized electrons drift back towards the streamer head,
producing numerous avalanches in their path. The authors are currently working on simulations
investigating the effects that violating the Debye length has on numerical heating, with a subsequent
paper to eventually be published.

The boundary conditions applied to the domain are also shown in Figure 2, comprised of Dirichlet at

the anode and cathode of 6 kV and 0 V| respectively, and Neumann (Z—i = 0) everywhere else. To
prevent neutral species from leaving the domain, they diffusely scatter at 300K off the anode and
cathode and specularly reflect off all other boundaries. Electrons, ions, and photons are only subject
to specular boundaries along the two sidewalls of the wedge and the axis of symmetry. They leave the
simulation domain upon contact with the anode, cathode, and all remaining surfaces of the wedge.
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Figure 2. Planar cross-sectional view of a 3D wedge with dimensions and boundary conditions.
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Figure 3. 3D 45° wedge with unstructured tetrahedral mesh used for the plasma simulation. A
factor of 4 increase in element size has been applied here strictly for the purpose of improving
visual clarity.
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Table 1. Estimated plasma and numerical parameters that constrain the simulation numerical

parameters.

Parameter Symbol Value
Debye length? AD 0.235 um
Electron MFP® e 0.470 pm
Photon lonization MFP¢ Ap 42 pm
Inverse plasma frequency® w;el 5x101"2s
Inverse electron collision frequency® vyt 1x10%?s
Simulation time step At 5x10"s
Smallest element size AX 2.97 um

4 Evaluated at an electron temperature and density of 0.5 eV and 5 x 10* m?, respectively.

b Evaluated at 600 Torr gas pressure, maximum 0.s & 107? m? for elastic electron scattering against
N,

¢ Evaluated at 600 Torr gas pressure, pg,= 21.2%, maximum 0= 5.25 x 10*! m? for
photoionization of O,

4 Evaluated at an electron density of 5 x 10%" m-

BkoTe — 474x 105 m 5!, T, = 5800 K

3

¢ Evaluated at 600 Torr gas pressure,

e
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3. RESULTS AND DISCUSSION

The effects of both random seed generation in which the spatial positions of electrons and ions are
randomly oriented in the spherical seed plasma and the stochastic determination of electron-neutral
collisions and spontaneous emission times are averaged over six simulations in the quantitative analysis
to follow. The number of real electrons for each wedge angle are spatially tracked and counted

throughout the domain by binning them along the directions of the three coordinates r, @, z as
functions of time in the near field region, as shown previously in Figure 2. A 15° wedge will contain
one-half and one-third the initial electron count from the plasma seed compared to 30° and 45°
wedges, respectively. The ratio of the total number of real electrons in the domain to the initial value
from the plasma seed (at time # = 0) are presented for selected instances in time. This ratio is plotted
at the center location of each bin with open triangles, squares, circles, and stars representing 5°, 15°,
30°, and 45° wedges, respectively (Figure 5 (e), Figure 6, and Figure 7). Apart from the total electron
count and ¢-based plots (Figures 12-15), the colors green, blue, red, and magenta represent 0.2, 0.6,
1.0, and 1.4 nsec instances in time, respectively, for all wedge angles in both z (Figure 6) and r
directions (Figure 7).

Figure 4 represents a 3D volume rendered depiction of the electron density at 1.4 nsec against the

backdrop of a 45° wedge, where the full geometry of the wedge is shown in order to visualize the
location and relative size of the streamer with respect to the wedge. When referenced to Figure 4, the
streamer clearly originates from the plasma seed located at the anodic pin and grows in all three
coordinate directions but is confined to the near field region of the wedge. At this time it has not yet
bridged the 1.5 mm gap from pin to cathode.

Before presenting spatially dependent plots of the number of real electrons, it is informative to observe
that the ratio of the #o7a/ number of real electrons to the initial seed value as functions of time, averaged
over six randomly seeded simulations, are essentially independent of wedge angle for wedges of

approximately 20° and greater, as shown in Figure 5 (e); wedges smaller than this angle exhibit
progressively greater departure from the 45° case. The absolute minimum and maximum values taken

from all six simulations for the 15° case are presented in the form of uncertainty bars at these time
steps, clearly showing that it aligns reasonably well with the larger wedge angles. For visual clarity,

similar uncertainty bars are zof shown for 30° and 45° wedges. To better capture the magnitude of
these uncertainty bars for a// wedge angles and time steps, the results for all six randomly seeded
simulations at each wedge angle are also shown in Figure 5 (a-d), along with the absolute minimum
and maximum extracted for each wedge angle and time step (over these six simulations) presented in
tabular form via Table 2.

Although statistically sound arguments cannot be made for small sample sizes, Table 2 helps illustrate
why a 5% wedge, and possibly even 15°, is potentially a sub-optimal choice in compatison to 30° and
45°. Table 2 clearly shows that the absolute zaximum values at 5° are less than the absolute mininum
at 45° for all points in time, such that no overlap exists between data sets. In contrast, data overlap

exists over all time between 30° and 45°. The same is the case for 15°, with the exception at 0.6 ns,
characterized by a difference of only 2.5%.

In Figure 5 (e) the differences between the average value for the 15° wedge and those of the 30° and
45° wedges at times greater than approximately 0.8 nsec could potentially be an artifact of simulation
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noise as there is overlap between the maximum value for 15° and the minimum value for 30°. The

average values for 5° exhibit an even greater departure from 30° and 45°, an explanation for which
can only be qualitatively addressed based on a statistically small population size (six). Due to
constraints on the availability of shared machine time at Sandia, only six simulations were conducted
for each wedge angle, placing limitations on the accuracy of statistical calculations and thereby the

potential interpretation of the temporal behavior observed for 5°. Inspection of Figure 5 (c and d)
show that the minimum values over all six simulations for the 30° and 45° cases at 1.4 nsec are 1.41 x

10* and 1.39 x 104, respectively, both lying above the 5° maximum value of 1.35 x 104, shown as an
uncertainty bar.

The effects of the various stochastic mechanisms involved in streamer dynamics can potentially
become more pronounced, along with an increase in associated degrees of freedom, as the electron
population grows through streamer branching. Microscopically, the propagating front of a streamer
“trunk” is comprised of numerous tips, each characterized by electric fields of varying magnitude that
exceed the background field intensity. Photoionized electrons ahead of these tips are stochastically
generated and can develop into local electron avalanches which have the potential to eventually merge
with these tips, expanding the streamer trunk in the form of branches. The stochastic growth of each
branch can be affected by the location of nearby boundaries in a computational model, and therefore
the relative size of the geometric volume in which the streamer is allowed to grow.

Hence, it is possible that the shape of the electron distribution from which the results of Figure 5 are
based upon can be influenced by the wedge angle and the exponential growth in electron count with
time. Without a statistically large population to draw from, it cannot be ruled out that the distribution
associated with a relatively narrow 5° wedge may be dramatically different than those associated with
15°, 30°, and 45° wedges. The larger deviation in density observed with time for the 5° wedge can
only suggest that the distribution may be dramatically different. To make the argument, backed by a
reasonable level of confidence, would require a much larger set of independent simulations. We
intend to investigate the behavior associated with a statistically large population and present our
tindings in a future paper.

The ratio of the number of real electrons to the initial seed count at # = 0 averaged over six randomly

seeded simulations as functions of wedge angle, time, and spatial direction along the long axis of the
gap and radially in the near field region of the domain are shown in Figure 6
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Figure 4. 3D volume render of electron density at 1.4 nsec against backdrop of 45° wedge shown
in full dimensions.
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Figure 5. Ratio of total number of real electrons to the initial seed value at time t = 0 as functions

of time for all six randomly seeded simulations for 5° (a), 15° (b), 30° (c), and 45° (d) wedges and

the average values for all wedges (e). The time axis in (a-d) has been truncated to enhance visual

clarity of the increased spread in data at late time. Uncertainty bars in (e) represent the absolute
minimum and maximum over all six simulations.
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Table 2. Uncertainty values represented by the absolute minimum and maximum values of the
ratio of total real electrons to the initial count at time t = 0 over six randomly seeded simulations,
as functions of time and wedge angle. All values shown are to be multiplied by 102,

Wedge (%) 0.2ns 0.4ns 0.6ns 0.8ns 1.0ns 1.2ns 1.4ns
Min/Max Min/Max Min/Max Min/Max Min/Max Min/Max Min/Max
5 .213/.345 .951/1.42  2.36/2.88 3.90/4.90 5.75/7.18 7.96/10.0 10.0/13.5
15 .307/.382 1.43/1.58  3.08/3.28 4.98/5.43 7.06/7.83 9.53/10.8 12.3/16.0
30 .352/.421 1.42/1.77  3.07/3.58 5.19/5.74 7.45/8.42 10.3/12.0 14.1/18.5
45 .362/.404 1.56/1.70 3.36/3.56 5.35/5.80 7.48/8.44 10.3/11.8 13.9/18.0

And Figure 7, respectively. Electrons are binned in 150 pm and 100 pm increments, representing oz
and dr, respectively. In Figure 6, 3 = 0 pm and 1500 pm represent the anode and cathode locations,

respectively. In Figure 7, » = 0 um and 600 um represent the axis of symmetry and the transition
region from near to far field, respectively, when referenced to Figure 2. Markers that may be missing
at spatial locations near the cathode in Figure 5 (e) simply indicate the absence of electrons.

Similar to Figure 5 (e), the absolute minimum and maximum values over six simulations for the 30°
case, for certain distances from the anode, are shown at various times in the form of uncertainty bars
in Figure 6 and Figure 7. Uncertainty bars are not shown for other wedge angles simply to reduce
excessive clutter and the potential for visual confusion between data sets. The complete set of
uncertainty values for a//wedge angles in the form of absolute minimums and maximums are therefore
shown at the same points in time as in Figure 6 and Figure 7 (namely, 0.2, 0.6, 1.0, and 1.4 nsec) for
both 7 and r coordinate directions, in Error! Reference source not found.A and Error! Reference
source not found.A (Appendix), respectively. Based on Error! Reference source not found. A (and
the error bars for the 30° case in Figure 0), it is apparent that the de/fa between minimum and maximum
values, in general, increases with distance from the anode, indicating either an increase in simulation
noise with decreasing electron count, or the cumulative effect of many random events for or against
ionization, or some combination of the two. With the exception of 5° in Figure 6, the close alignment
in the ratios (relative to the bounding uncertainty bars) at each time and spatial location between 15°,
30°, and 45°, spanning a factor of three in total volume, suggests that streamer growth in the axial
direction is essentially independent of wedge angle. The values for 5° on the other hand are
consistently smaller at times exceeding 0.2 nsec.

What is perhaps more remarkable is that similar behavior is not observed in Figure 7, where the results
across all wedge angles align reasonably well. A possible explanation is provided by examining Figure
8, where two representative simulations of the temporal evolution of the electron density and electric
field magnitude are plotted in the -z plane of the near-field region (ie.,, 0 < 7 < 600 pm of Figure 2),
bisecting the wedge at @y/2 for the two extreme cases of ¢ = 5° (a and b) and @ = 45° (c and d).
The off-axis growth in field and electron density suggest that this is the more preferred path at 5° in
comparison to 45°. This effect is most likely an artifact of the extremely limited number of cells that
can span a small arc length at 5°, especially along the axis. For a maximum radius of 600 pm in the
near field region of the domain, the maximum arc length at 5° is only approximately 52 pm. On the
other hand, 52 um of arc length is achieved at approximately 200, 100, and 33 um radially away from
the axis for 15°, 30°, and 45° cases, respectively, corresponding to only 1/3, 1/6, and approximately
1/20 of the total near field radial dimension, respectively. In other words, for the larger wedge angles,
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this small arclength can be overcome within a relatively small fraction of the total radial dimension,
increasing the volumetric availability and potential for greater z-directed streamer expansion.

Figure 9 presents an axial view looking down from the perspective of the anode, towards the cathode,
of the electron density along z planes at axial locations corresponding to Error! Reference source
not found. (namely 700, 900, 1100, and 1300 pm above the cathode surface) again for the two extreme
cases of 5% and 45°, where the right-most edge of each triangle is radially located at 600 pm (at the
transition between near and far field boundaries in Figure 2). This view makes more visible the stark
contrast in arc length at any radial location from the axis between the two cases, clearly demonstrating
streamer expansion while maintaining close proximity to the axis for the largest wedge angle. Due to
the extremely narrow azimuthal gap at 5°, it is difficult to definitively state that the streamer is
completely filling the azimuthal dimension between the radial edges of the triangle, while it is readily
apparent at 45°.

It may at first appear that the streamer is preferentially growing near the bottom radial edge (¢ = 0)
when inspecting the density profile of the 45° case at 900 um (circled in red). This could potentially
raise the concern that the periodic boundaries along these two radial edges of the triangle (i.e., vertical
faces of the 3D wedge) are influencing growth in a non-physical manner. To address this concern,
the electron density at 900 pm for the 45° wedge is shown for all six randomly seeded simulations in
the right-most column. It appears that, from these six images, streamer growth does not artificially
prefer any particular boundary.

Although the evolution of streamers is a stochastic process, as can be seen by the electron density
distribution along the -z plane bisecting each wedge angle at ¢ = ¢,/2 (ie., 2.5°, 7.5°, 15°, and 22.5°)
at 1.4 nsec for each of six randomly seeded simulations in Figure 10, the results support the prior
discussion that streamers are biased to grow more off-axis for 5° wedge domains as it is distinctively
observed for each simulation. Similarly, the greatest on-axis growth is most consistently observed for
30° and 45°, while 15° appears to exhibit slightly more fluctuation between runs (e.g., Runs 1 and 5).
A statistically large size of simulations would of course be needed to draw a more definitive conclusion.

Axially-directed streamer velocities, presented in Table 3, for 5°, 15°, 30°, and 45° wedges were also
evaluated, based on the data in Figure 0, by taking the difference in axial distance traversed by the
streamer over 0.4 nsec temporal windows, for two different ratios (10 and 100) of the real number of
electrons to the initial seed count at t=0. 'The velocities certainly lie well within the 107 — 10% cm s°!
range reported in the literature for positive streamers propagating in air-like chemistries and pressures
[16, 23, 41, 42, 43, 44]. The slightly larger values for the 30° case are probably not real and can be

attributed to simulation noise. This is evidenced by the spatial overlap between the 30° case and the
other wedge sizes, illustrated by the minimum and maximum error bars shown in Figure 6 at each
instant in time.

Figures 11-14 depict the temporal distributions in the number of real electrons, scaled by the initial
seed count at time # = 0, as a function of the azimuthal angle for 5° (Figure 11), 15° (Figure 12), 30°
(Figure 13), and 45° (Figure 14) wedges, respectively. Since binning is now in ¢, the total number of
electrons is evaluated in the volume created by sweeping the r-z (out to r=600 pm) plane over an
incremental angle, 4@. With the exception of 5° (Figure 11), where the ¢ bin size (d¢) is 1°, d¢ for 15°
(Figure 12), 30° (Figure 13), and 45° (Figure 14) wedges are each 3°, such that the number of bins now
vary as @/dg, where @ is the total wedge angle. The top six graphs in each figure represent the
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temporal azimuthal distribution resulting from a different random plasma seed (located at the anode
as described in Section 2.3), and the bottom most isolated graph represents the average of all six

Ne
Net=0
ability of the streamer to spread and branch in @ Hence, the scales for all wedge angles have been

simulations. We attribute the decrease in the maximum ratio with increasing @ to the enhanced

adjusted accordingly to better capture variations in @. As @ increases and the volume available for
streamer expansion in @ follows, an almost discernable double-headed streamer appears to emerge in
a few of the 30° plots (Figure 13), and is clearly visible in many of the graphs associated with the 45°
(Figure 14). On the other hand, no streamer branching is discernable from any of the plots associated
with 5° (Figure 11) and 15° (Figure 12). The results suggest that a 30° wedge may provide the
minimum wedge angle necessary to achieve ¢-directed branching and associated azimuthal features.

Figure 15 is a representative plot of the electron density (a) and ¢-component of the electric field (Eg)
(b) in the near-field region (ie., 0 <7 < 600 um of Figure 2) of the ¢ plane located 3 = 900 um
above the surface of the cathode (7 = 0 pm) for 5° and 30° wedges, at 1.4 nsec. It is readily apparent
from the figure that Ey ~ 0 in the elements adjacent to the ¢ = 0 and ¢ = ¢y (i.e,, 5° and 30°)
boundaries due to the enforced Neumann condition (ie., Eg = d17/dn = 0) on those elements’ nodes
which lie on the boundaries. More importantly, particularly for the 5° case, it is evident that Fis also
approximately 0 within the space near the axis confined by the ¢ = 0° and 5° boundaries and radial
distance between » = 0, and ~200 um, with very weak fields observed as far as ~400 pum in radial

extent. Radial distances at 200 and 400 pum from the vertical axis of the wedge (at » = 0) have been
delineated by white dashed arcs in Figure 15 (a). It should be noted that the rightmost edge of the

wedge, representing the » = 600 um radial position, appears to be a straight vertical line (instead of an
arc) simply due to the magnification used. The expected curvature at this location can be clearly seen
in Figure 3 and Figure 4. The lack of E4and ¢-directed streamer branching observed for the 5° case
(Figure 11) are related and we see that the 30° wedge angle allows non-zero E4 much closer to the
axis and thus also ¢-directed streamer branching. For the 5° case in Figure 15 (a), the pronounced
electron density observed at a radial distance of ~275 um (from = 0) spans the azimuthal width of
the wedge, equating to an azimuthal feature size of ~25 um; on the contrary, electron density features
of the about the same azimuthal size are observed at a much smaller radial distance of ~50 um (from
r=0) for the 30° case. Itis possible that if the near-field region of the domain were expanded beyond

600 pm in radial extent for the 5° wedge, there would be a point at which the streamer would begin
to evolve more axially with increasing arc length, due to the expanding volume available for growth.
This preferred off-axis growth is corroborated by the decreasing z-directed velocity with time for the

5° case shown in Table 3, along with the data in Figure 6, where the growth rate in Z at 5° is consistently
less than all other wedge sizes at times exceeding 200 psec.

However, it is possible that streamer growth dynamics could change if true periodic boundaries were
applied to the vertical faces of each wedge at ¢ = 0 and ¢ = ¢ (i.e., 5°, 15°, 30°, and 45°), instead of
Neumann boundaries, such that a non-zero E4 component of the field could be supported at these
boundaries. Ejwould effectively be forced to be equal at each corresponding point on the either side

of a ¢-boundary (i.e., = 0 and ¢ = ¢) but cach element face’s E 4 on a particular ¢-boundary could
be different from the others and would be self-consistently computed at each field solve timestep.

This could potentially improve the likelihood for expansion and branching in @ due to the increased
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probability of locally photo-ionized electrons generating ¢-directed avalanches that ultimately merge
with the growing streamer trunk. Without simulation results using true periodic boundaries, it is

difficult to assess if this would make a difference at all at 5°, due to the extremely restricted arc length

as discussed previously.
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Figure 6. Ratio of the number of real electrons to the initial seed count at t = 0 averaged over six
randomly seeded simulations as functions of wedge angle, time, and spatial direction in z, binned
in 150 um increments.
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Table 3. Z-directed streamer velocities for 5°, 15°, 30°, and 45° wedges over various At = 0.4 nsec
windows, evaluated using the ratio of the number of real electrons to initial seed count of both 10
and 100. All velocities shown are to be multiplied by 107 cm/s.

Wedge Ne Ne

Angle Ner—g 10 Nee=g 100

(°) 0.2-06ns 0.6-1.0ns 1.0-14ns | 0.2-06ns 0.6-1.0ns 1.0-1.4ns
5 7.15 7.23 6.78 7.05 6.88 6.00

15 8.55 7.50 10.2 8.15 7.25 10.5

30 9.88 7.78 11.8 9.63 8.00 11.5

45 9.03 7.95 9.25 8.55 7.75 9.83
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Figure 8. Temporal evolution of electron density (a and b) and electric field magnitude (¢ and d) of
the near-field region (ie., 0 <r < 600 um of Figure 2) in r-z planes located at the midsection (#2) of
5° (a and c) and 45° (b and d) wedges.
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1100 pm

Figure 9. Electron density for 5° and 45° in r-¢ planes located at 700, 900, 1100, and 1300 um
above the cathode (0 um), at 1.4 nsec, coinciding with triangle positions shown in Error!
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Reference source not found.. The 900 um position highlighted at 45° is shown for all 6
simulations.
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Figure 10. From top to bottom - electron densities of the near-field region (ie., 0 <r < 600 pum of
Figure 2) in r-z planes located at the midsection (#2) of a) 5°, b) 15°, c) 30°, and d) 45° wedges at
1.4 nsec for all six randomly seeded simulations.
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Figure 11. Ratio of the number of real electrons to the initial seed count at t = 0 for a 5° wedge as
functions of time and spatial direction in ¢, binned in 1 um increments, where integration of
electrons has been conducted in both r and z directions. The top six plots represent each of six
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randomly seeded simulations with bottom most plot representing the average.
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randomly seeded simulations with bottom most plot representing the average.
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Figure 13. Ratio of the number of real electrons to the initial seed count at t = 0 for a 30° wedge as
functions of time and spatial direction in ¢, binned in 3 um increments, where integration of
electrons has been conducted in both r and z directions. The top six plots represent each of six
randomly seeded simulations with bottom most plot representing the average.
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Figure 14. Ratio of the number of real electrons to the initial seed count at t = 0 for a 45° wedge as
functions of time and spatial direction in ¢, binned in 3 um increments, where integration of
electrons has been conducted in both r and z directions. The top six plots represent each of six
randomly seeded simulations with bottom most plot representing the average.
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4, CONCLUSIONS

We have applied fully kinetic 3D PIC-DSMC simulations of positive streamers, whereby all species
(ie., photons, electrons, ions, and neutrals) were tracked as particles, and shown that variations in
streamer growth dynamics exist when the domain is constrained to wedge angles of varying size to
keep the problem space tractable. When streamer growth dynamics for wedge angles of 5°, 15°, 30°,
and 45° were formally quantified in terms of average electron density and velocity, both temporally
and spatially in 7, ¢, and g, results suggest that a wedge angle near 30° may be the minimum required
for solution convergence, though future simulations will need to compare to 360° simulations to
confirm this. Solution convergence here refers to the degree of deviation in these parameters.
Relatively small deviation is observed between 30° and 45° wedges as the streamer evolves in time.
On the contrary, the deviation in these parameters grows significantly with time between these wedge
angles and the 5° case. The 15° case falls in between the 5° and 30°/45° cases, leaning towards the
latter. Even though the deviation observed is less than the 5° wedge, we would only recommend a
15° angle if computational resources are severely limited, such that the trade-off between accuracy and
computational costs are acceptable. Now, although electron densities were averaged over six
randomly seeded independent simulations, this does not represent a statistically significant sample
size. In the absence of a statistically large population to sample from, we can only infer from our
results that a wedge near 30° is the minimum needed to allow streamers to evolve spatially in 3D
without being adversely affected by the domain size.

The combination of qualitative and quantitative results, implemented through the projection of
electric field and electron density on 2D slices in 7~z and 7~¢ planes, along with temporal quantification
of electron density in the form of spatially divided 4%, dr, and d@ bins, respectively, suggest that a wedge
angle as small as 15° may strike the balance between computational efficiency and the ability to model
streamer physics in three dimensions with tolerable compromise in fidelity. However, the potential
caveat to using such a restricted wedge angle is the arc length and associated ¢-component of the field
needed to resolve azimuthally oriented branching structures. If the added computational expense can
be afforded, doubling the wedge angle to 30° may be the optimal choice to capture such branching
phenomena. Furthermore, in order to provide further credence to this work, our future efforts will
focus on three primary objectives: 1) simulations will be performed with true periodic boundaries, 2)
the wedge angle will be expanded to 90°, 180°, and 360°, and 3) a larger sample of simulations will be
acquired at each wedge angle. We anticipate a series of subsequent papers that will address these
objectives and show that the results and conclusions presented here are either consistent with
increasing population size and wedge angle, or need to be re-assessed, such that any additional
computational expenses may have to be accepted.
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APPENDIX A.

UNCERTAINTY VALUES IN R AND Z COORDINATES

Table A-1. Values of uncertainty in the ratio of total real electrons to the value at t = 0 as functions
of the z-coordinate direction and time, for all wedge angles, represented as absolute minimum and
maximum values. In each number set (3 rows x 4 columns), the values from left to right in a single
row, each separated by a forward slash, correspond to 5°, 15°, 30°, and 45° wedge angles,
respectively. The top, middle, and bottom rows in each number set correspond to the minimum,
average, and maximum, respectively, each taken over 6 simulations. Values with two or more
zeros after the decimal are rounded down to 0.

z

0.2.ns 0.6.ns 1.0 ns 14 ns
(um)

75 213/307/351/362 861/844/794/749 912/864/809/766 928/890/850/811
307/358/394/375 1110/915/869/800 1140/939/889/817 1150/974/942/863
346/382/420/403 1320/993/923/861 1350/1010/947/874 1360/1050/1040/919

225 .035/.059/.019/.219 1220/1150/1250/1470 1500/1230/1330/1560 1510/1240/1340/1570

.111/.204/.851/.511 1370/1580/1550/1580 2250/1870/1750/1750 2320/1890/1760/1760
.286/.446/3.35/.98 1540/1820/1780/1800 2850/2270/2060/2090 3080/2280/2080/2100

375 0/0/0/0 2/396/635/707 1840/2030/1670/1970 2270/2130/1710/2010
0/0/0/0 117/648/907/1030 2270/2370/2040/2240 2850/2520/2120/2310

.0172/0/0/0 330/1090/1290/1140 3130/2980/2360/2400 3530/3090/2430/2520

525 0/0/0/0 0/.243/.943/.53 91.5/1420/1780/1920 1740/2170/2180/2720
0/0/0/0 .0808/2.68/57.3/7.88 623/1870/2180/2380 3060/3070/2750/3060

0/0/0/0 .339/14/166/20.7 1580/2380/2540/2700 4490/3980/3320/3300

675 0/0/0/0 0/0/.0146/0 0.0175/45.8/242/240 675/2260/2000/2620

0/0/0/0 0/.011/.0318/.0183 72.3/37/1030/925 1550/2990/2880/3200
0/0/0/0 .0175/.0292/.075/.0253 432/1390/1840/1520 3420/4370/3510/3680

825 0/0/0/0 0/0/0/0 0/.0565/.412/.435 0.111/381/1690/1400

0/0/0/0 0/0/0/0 .0448/3.19/82.4/15.7 436/1760/2830/2540
0/0/0/0 0/0/0/0 .158/17.8/359/71.3 2600/2980/3650/2970

975 0/0/0/0 0/0/0/0 0/0/0/0 0/1.14/96.4/484

0/0/0/0 0/0/0/0 0/.0133/.0827/.0247 17.1/705/1700/1790
0/0/0/0 0/0/0/0 0/.0542/.382/.0487 102/2880/3510/3670
1125 0/0/0/0 0/0/0/0 0/0/0/0 0/0/1.3/2.11
0/0/0/0 0/0/0/0 0/0/0/0 .0146/158/880/276
0/0/0/0 0/0/0/0 0/0/0/0 .0818/943/2650/1460
1275 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
0/0/0/0 0/0/0/0 0/0/0/0 0/.437/98.9/.568
0/0/0/0 0/0/0/0 0/0/0/0 0/2.5/351/2.66
1425 0/0/0/0 0/0/0/0 0/0/0/0 0/0/0/0
0/0/0/0 0/0/0/0 0/0/0/0 0/0/.599/.0464
0/0/0/0 0/0/0/0 0/0/0/0 0/.0117/2.51/.257
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Table A-2. Values of uncertainty in the ratio of total real electrons to the value at t = 0 as functions
of the r-coordinate direction and time, for all wedge angles, represented as absolute minimum and
maximum values. In each number set (3 rows x 4 columns), the values from left to right in a single
row, each separated by a forward slash, correspond to 5°, 15°, 30°, and 45° wedge angles,
respectively. The top, middle, and bottom rows in each number set correspond to the minimum,
average, and maximum, respectively, each taken over 6 simulations. Values with two or more
zeros after the decimal are rounded down to 0.

! 0.2ns 0.6ns 1.0ns 1.4ns
(pm)

50 201/295/334, 340 431/777/925/918 448/893/1010/1120 452/911/1070/1260
287/345/377/358 657/1000,/1280/1120 688/1130,/1570/1290 699/1190,/1810/1430
324/372,/405,/391 834/1450,/1640,/1230 900,/1790,/2070/1470 912/1890,/2370/1570

150 5.27/7.73/11.7/12.6 1300/1590/1590,/1840 1570,/2179/2520,/2600 1610,/2220/2800,/3070

19.5/12.5/17.6/16.8 1480/1760/1770,/1940 2070/2610,/2940,/3040 2160/2770,/4060/3530
37.7/16.6/29.1/21.8 1700,/1880/2030,/2070 3100/3000,/3640,/3400 3260/3330,/6610/3820

250 0/.228/.2/.122 160/112/81.9/203 2010,/2260,/2190/2490 2110,/2740/3660/3350

1.31/.498/.272/.655 460/388/337/351 2330,/2540,/2600/2660 2800/4210,/4430/4200
4.4/.971/.405/1.56 831/538/593/614 2500/2820,/2880/2870 3690/5870,/5640,/4970

350 0/0/0/.013 28/.477/.445/.633 716/400/314/656 2820/3020,/2210/2970

0/.0237/.0164/.0371 1.07/1.11/.859/.902 1250,/1120/849,/1130 3480/3590,3800/4280
0172/.0562/.0341/.0812 2.74/2.08/1.21/1.26 1870/1970/1430,/1320 4670/4170,/4610/5680

450 0/0/0/0 035/.0331/.0564/.0506 2.29/.716/.922,/2.86 934/739,/709,/1800

0/0/0/0 0691/.0678/.0709/.0913 16.7/34.4/7.57/15.9 2080/1910,/1780/2060
0/0/.0172/0 105/.13/.0876/.2 43.5/172/27.6/39 2750/3180,/2770/2510

550 0/0/0/0 0/0/.0127/0 158/.15/.119/.125 4.06/2.11/3.64/19.4

0/0/0/0 0166/.0139/.0177/.0264 276/.24/.149/.203 171/373/92.9/307
0/0/0/0 0292/.0311/.0243/.0648 449/ 471/.182/.248 578/1000,/259/716
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Email—Internal

Name Org. Sandia Email Address
Richard Kramer 01351 rmkrame@sandia.gov
Ben Long 02934 benlong@sandia.gov
Technical Library 01977 sanddocs@sandia.gov
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