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All Models are Wrong, Some are Useful
-George Box
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Modeling real-world phenomena to any degree of accuracy is a challenge that the scientific research 
community has navigated since its foundation. 

Historically researchers have utilized and continue to utilize:

Verification: Are we solving the equations correctly? 
Validation: Are we solving the correct equations?
Uncertainty Quantification: 

• What uncertainty is attributed to inherent random behavior (i.e. aleatory)?
• What uncertainty is attributed to the fact that we don’t know (i.e. epistemic)?

System Identification: Statistical methods to build mathematical models of dynamical systems from measured 
data. 

Today:

Scientific Machine Learning: Area of machine learning focused on the use of machine learned models 
used in lieu of, complementary to, or as surrogates for computational simulation models used for 
science and engineering. 



Epidemiology3

For more details, please reference the CDC’s Introduction to Epidemiology:  https://www.cdc.gov/csels/dsepd/ss1978/Lesson1/Section1.html#_ref1 

https://www.cdc.gov/csels/dsepd/ss1978/Lesson1/Section1.html#_ref1


Compartmental Models for Infectious Disease [2]4
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System of ordinary differential equations (ODEs):
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Case Counts for Covid-19 in United States5

“All models are wrong”:
• Homogenous behaviors.
• Uniform mixing of the population.
• Lacks influence on disease 

transmission from interventions.
• Quarantine
• Social Distancing
• Personal Protective Equipment 

(PPE)

“Some are useful”:
• During an emergent pandemic, we do 

NOT have the details to build 
heterogeneous models.

• Model calibration may provide insight 
into the baseline parameters.

• These are the baseline dynamics that 
have been used for decades in all 
infectious disease models. 

Image Credit: NYT https://www.nytimes.com/interactive/2021/us/covid-cases.html [accessed 2021/07/12]

We know the classic SIR model is under-representative of the real
-world phenomenon it is intended to simulate. 

https://www.nytimes.com/interactive/2021/us/covid-cases.html


Scientific Machine Learning (SciML)6

Universal Differential Equations (UDEs) [[3][4]]

Physics-Informed Neural Networks (PINNS) [5] Neural Ordinary Differential Equations (ODEs) [6]
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Data-driven solutions to Partial Differential Equations (PDEs) Simulating unknown dynamics for a full
System of ODEs:

S - SUSCEPTIBLE / I – INFECTIOUS / R – RECOVERED 

T – INFECTIOUS & QUARANTINED

Area of machine learning focused on the use of machine learned models used in lieu of, 
complementary to, or as surrogates for computational simulation models used for science and 
engineering. 



Universal Differential Equations (UDEs) [7]7

UDEs are part of the SciML libraries written in Julia: https://sciml.ai 
Julia is a high-level high-performance parallel computing language: https://julialang.org  

https://sciml.ai
https://julialang.org


Assessing the Effects of Quarantine Control in COVID-19 
Spread [4]
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UDEs are a useful and valuable tool to 
learn what we don’t already know!!

It can provide invaluable insight during 
an emergent pandemic. 

Learning the effect of quarantine around the world:

Spain Italy Russia UK



UDEs for Compartment Models of Infectious Disease [4]9

Dandekar et. al. used UDEs to represent isolation dynamics for COVID-19.



Universal Approximation Theorem10

Although the Universal Approximation Theorem is necessary condition for neural 
networks to be universal approximators, it is not a sufficient condition in practice. 

How do we know we are learning something useful?!?



Inferring Transition into Quarantine with Incomplete Data11



Problem Specification/State of Knowledge12



Ensemble Training: Robust Learning and Uncertainty 
Quantification
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Ranking Q Recovery by Subset of Observable States16

Why is this the 
worst case?!?
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Conclusions & Future Work18
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Initial sampling of transition rate params23



Filtering procedure24


