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Linux Kernel and Network Monitoring with BPF

 Problem Statement:
 The Extended Berkley package filter 

(eBPF) is a powerful tool for network 
and performance monitoring at the 
kernel level. How can eBPF’s capabilities 
be utilized to develop active monitoring, 
tracing, and live debugging capabilities 
for the Linux kernel?

 The eXpress Data Path (XDP), a feature 
of the Linux kernel, allows users to 
supply an eBPF program to monitor and 
operate on inbound network traffic early 
in the network stack. We want to 
understand how the filtering and packet 
direction changing capabilities of XDP 
programs are better compared to  
preexisting solutions. 

 Objectives and 
Approach:

 The current objective related to Linux 
kernel instrumentation is to utilize eBPF 
to detect and gain information about 
other eBPF programs, from the 
information that they pass to non-
kernel programs to the kernel functions 
and features that they target. We are 
currently pursuing this information by 
monitoring eBPF-related Linux syscalls 
and parsing information based on code 
analysis of the Linux kernel.

 The goal for the XDP work is to 
determine the extent to which we can 
modify network packets destinations by 
using the XDP actions DROP and 
REDIRECT. This is being tested by 
creating different virtual machine 
configurations and placing the XDP 
program on network interfaces within 
these virtual machines. We can then 
monitor the network traffic on each of 
the virtual machines to see how the 
traffic is getting processed and routed.

 Results
 By monitoring the BPF syscall, we were 

able to capture custom eBPF programs, 
parse information from eBPF programs 
related to the Linux service manager, 
and dump bytecode describing the 
functionality of these programs from 
memory.

 Created an eBPF program that allows a 
user to define sets of networking rules 
based on protocols, addresses and 
ports, which are then loaded onto the 
network interface the user chooses. 
This program also has many different 
output modes, which display different 
statistics about current network traffic 
and what actions are being taken on 
that traffic.

 Impact and Benefits:
 Syscall parsing and code analysis 

efforts will allow for both the 
development of eBPF related kernel 
monitoring capabilities and a deeper 
understanding of eBPF’s underlying 
functionalities.

 Using XDP for processing network traffic 
allows for less computing resources to 
be utilized for enforcing basic network 
rules, and has quicker response times 
to possible network related threats. 
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