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Abstract — Recent progress in the application of machine learning (ML) / artificial intelligence
(A algorithms to improve EFIT equilibrium reconstruction for fusion data analysis applications
is presented. A device-independent portable core equilibrium solver capable of computing or
reconstructing equilibrium for different tokamaks has been created to facilitate adaptation of
ML/AI algorithms. A large EFIT database comprising of DIII-D magnetic, Motional-Stark Effect
(MSE), and kinetic reconstruction data has been generated for developments of EFIT Model-
Order-Reduction (MOR) surrogate models to reconstruct approximate equilibrium solutions. A
neural-network (NN) MOR surrogate model has been successfully trained and tested using the
magnetically reconstructed datasets with encouraging results. Other progress includes
developments of a Gaussian-Process (GP) Bayesian framework that can adapt its many
hyperparameters to improve processing of experimental input data and a 3D perturbed equilibrium
database from toroidal full magnetohydrodynamic linear response modeling using the MARS-F

code for developments of 3D-MOR surrogate models.

Keywords — Tokamak equilibrium reconstruction, machine learning, artificial intelligence,

Gaussian Process, Model Order Reduction, neural network, 3D perturbed equilibrium



I. INTRODUCTION AND OVERVIEW

Reconstruction of experimental axisymmetric magnetohydrodynamic (MHD) equilibria is
fundamental to tokamak research and operation and is an important part of fusion data analysis
and plasma control. Equilibrium reconstruction provides essential magnetic geometry and current
and pressure profiles information necessary to support tokamak operation and data analysis, and
has contributed to several major discoveries of tokamak physics such as the experimental
validation of theoretically predicted [ stability limits [1] and the negative central-shear operating

regime [2,3].

The equilibrium reconstruction and fitting code EFIT is widely used in many tokamaks to
reconstruct experimental MHD equilibria. These include reconstructions at the DIII-D, C-MOD,
JET, HIT, START, MAST, KSTAR, JT-60U, NSTX, TORE SUPRA, HT-7, HL-2A, EAST, and
QUEST devices [4-26]. EFIT reconstructs equilibria by solving the Grad-Shafranov (GS) equation
[27, 28] while approximately conserving the available experimental measurements and the

imposed physics constraints

A*IP(R'Z) = _MOR](p(R'Ip)’ (1)
Jp(Rp) = RP' () + I, @)

Here, v is the poloidal magnetic flux per radian of the toroidal angle ¢ enclosed by a magnetic
surface and A*= R?V - (V/R?). Jp, P, and F = 2nRB,/u, are the toroidal current density,
pressure, and poloidal current stream function. B, is the toroidal magnetic field at the major radius

R.

This is an inverse problem. Information provided by plasma responses outside the plasma such
as external magnetic measurements and inside the plasma such as spectroscopic and kinetic profile
measurements are used to infer and reconstruct the current source information flowing within the
plasma. EFIT efficiently searches for the optimized solution vector that best fits the available

measurements and meets the imposed physics and free-boundary MHD equilibrium constraints,



by transforming the non-linear optimization problem into a sequence of linear optimization

problems using a Picard iteration scheme [4-6].

Machine learning (ML) and artificial intelligence (AI) techniques have been applied to develop
practical and efficient means to compute approximate solutions to various magnetic fusion
research problems [29-39]. These include early work to solve the equilibrium GS Eq. (1) based
on neural network [29] and more recent work to apply deep neural network to solve the equilibrium
GS equation with measured external magnetic signals in the KSTAR tokamak based on the offline

EFIT equilibrium reconstruction results [36].

In this paper, recent progress in the application of ML/AI algorithms to further test and extend
EFIT equilibrium reconstruction capability for fusion data analysis applications are presented,
taking advantage of the large database of DIII-D equilibria reconstructions available. A device-
independent portable core equilibrium solver EFIT-AI, capable of computing or reconstructing
equilibrium for different tokamaks, has been created to facilitate adaptation of ML/AI algorithms.
A large EFIT database comprising of DIII-D magnetic, Motional-Stark Effect (MSE), and kinetic
reconstruction data has been generated for developments of EFIT Model-Order-Reduction (MOR)
surrogate models to reconstruct approximate or to accelerate the search of equilibrium solutions.
A neural-network (NN) MOR surrogate model has been successfully trained and tested using
magnetically reconstructed dataset with encouraging results. Pearson correlation coefficients R? of
0.98-0.99 have been obtained for the poloidal flux solution function y and global plasma

parameters such as the normalized toroidal beta Bn and safety factor qos at 95% of normalized .

Other progress includes development of a Gaussian-Process (GP) Bayesian framework that
can adapt its many hyperparameters to improve processing of experimental input data and
construction of a 3D perturbed equilibrium database from toroidal full MHD linear response
modeling using the MARS-F MHD code and development of a 3D-MOR surrogate model from

the database using the singular-value decomposition (SVD) approach.



This paper is organized as follows. Creation of a device-independent portable core equilibrium
solver EFIT-Al is discussed in Section II. Generation of a DIII-D EFIT equilibrium reconstruction
database and development of a MOR representation are discussed in Section III. Initial EFIT-AI
magnetic reconstruction results based on a NN MOR surrogate model are discussed in Section I'V.
Development of a Gaussian-Process (PR) Bayesian framework to improve processing of
experimental input data is discussed in Section V. Generation of a 3D perturbed equilibrium
database using MARS-F and development of a SVD-based surrogate model are presented in

Section VI. Lastly, a summary is given in Section VII.



II. DEVICE-INDEPENDENT PORTABLE CORE EQUILIBRIUM SOLVER

In this Section, we summarize the development of a device-independent portable core
equilibrium solver EFIT-AI that is capable of computing or reconstructing equilibrium for

different tokamaks to facilitate adaptation of ML/AI algorithms.

EFIT has been used in three specific roles: 1. post-processing analysis of experimental
discharges, 2. between-shot analysis of discharges for experimental control and planning [40] and
3. real-time reconstructions for the plasma control system [41]. These roles go from increasing
accuracy to decreasing accuracy, and concomitantly, from increasing time-to-solution to
decreasing time-to-solution. Roles 2 and 3 especially require tight integration into the data
acquisition system for each experimental device; e.g., the data acquisition system for DIII-D is

significantly different than that for JET.

Historically, this was handled by effectively forking the EFIT source code without the use of
version control, resulting in code fragmentation. The increasing development of EFIT features
combined with this code fragmentation made maintenance difficult. To overcome these issues and
to facilitate adaptation of ML/AI algorithms into EFIT, we are generalizing the core functionality
and leveraging modern software tools to modernize EFIT. As an example, we use Gitlab to act as
host for using Git as our version control system, and for its excellent continuous integration (CI)
features. Our goal is to create a single new version of EFIT named EFIT-AI that can be used for
different tokamak devices and compiled and run under a variety of computer platforms over a wide
range of compiler options including a high-level optimization, as well as capable to accommodate
different spatial resolutions. This new EFIT-AI version creates a solid foundation for

implementing ML/AI algorithms into EFIT.

In the past, when EFIT versions were forked to model a new device, the equilibrium solution
methods and majority of the reconstruction code were left untouched. Important parameters
related to the number of diagnostic channels, external poloidal-field coils, and other machine

specificities were hard coded in order to standardize input variable dimensions. This has been



circumvented in the new EFIT-AI version by introducing a new namelist for the machine-
dependent parameters that is read in before the normal inputs. This is similar to the approach used
by EFIT++ [11]. Another important modernization has been the use of the CMake build system
[42]. The use of a scriptable build system allows for more easily enabling or disabling code features
based on detection of available software. For example, if the MDS+ library [43] for fetching
experimental data is not found, then code that interfaces to the MDS+ system can be disabled
easily. Another feature is out-of-place builds whereby the build files are kept separate from the
source files and can be placed anywhere on a file system. This enables multiple builds against a
single code version allowing for more rapid testing, especially comparison against different
compilers and compile options. With these improvements, the new EFIT-AI version has been
aggressively improved to allow a single version of EFIT source code that can be built for different

tokamak devices with a wide range of compilation and optimization options.

As a result, the equilibrium solver has been made entirely machine independent. This is
demonstrated in Fig. 1 by comparison of DIII-D and ITER equilibria computed using separate
previous DIII-D and ITER versions of EFIT against results from the new single machine-
independent EFIT-AI version. Equilibrium magnetic surfaces from the new EFIT-AI closely

follow those from the two previous EFIT DIII-D and ITER versions.

A CTest-based regression test system (CTest being CMake’s testing system) has also been
implemented. We are currently testing three different machines (DIII-D, NSTX and ITER) each
time the test system is invoked; i.e., the new version of EFIT is machine independent. New
machines can be conveniently added. Our CI system currently tests against two different compiler
sets (GCC and Clang) and we plan to add other compiler sets to the CI system to reduce the hand-

testing.
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Fig.1. Comparison of DIII-D (left) and ITER (right) equilibrium magnetic surfaces (Blue)
computed using two previous DIII-D and ITER versions of EFIT against results (Green) from the
single new machine-independent EFIT-AI version. The green contours almost entirely mask the
blue lines.

To further demonstrate the improvements to EFIT that these new developments have brought,
we consider the performance improvements that have resulted from code improvements which
have allowed for more aggressive compiler optimizations. These improvements include explicit
variable definitions, well-defined code blocks, removal of constructs that are not universally
supported, and use of newer compiler versions. We will compare the wall clock time required by
a previous EFIT version used at DIII-D that has limited optimization with the new version being

incorporated in EFIT-AI to quantify the improvements made.

For this comparison we have performed a high resolution, in both space and time,
reconstruction over a full plasma discharge from a DIII-D negative triangularity shot #180533 that
was part of the recent 2019 run campaign. The left side of Fig. 2 shows a comparison of the
evolution of Py, internal inductance ¢;, and qos throughout the shot from the new EFIT-AI against
those from the previous DIII-D version. The magnetic surfaces reconstructed at the time marked
by the vertical red line using these two versions are compared on the right side. These plots have

two sets of curves overlaid from the different versions of the code. The blue lines showing the



solution from the previous version of EFIT are completely covered by the green lines from the

new EFIT-AI version.

We have also tested the EFIT-AI version of the code on 3 different computer platforms, with
combinations of 4 different compilers that were native to the systems. The first is the Iris machine
at General Atomics that is composed of Intel Haswell E5-2630 v3 CPUs. This system supports
GNU, Intel, and PGI compilers and is where the previous EFIT version was compiled with PGI
and limited optimization and sees regular use. While this system has many nodes, it restricts users
to only 20 cores per job. The second machine is the Haswell partition of the NERSC machine Cori
which has E5-2698 v3 CPUs. Here the GNU, Intel and Cray compilers are supported and the only
limit to the number of cores that can be used for a job is the size of the system (76,416 total). The
final machine considered is a Dell Precision 3551 laptop with i7-10850H CPU containing 6 cores.
GNU is the only compiler tested here.
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Fig. 2. Left: Time traces of plasma parameters computed by EFIT are shown for DIII-D shot
#180533. At 4.2s (marked by the red line) the flux surfaces describing the plasma are shown in
the plot on the right. In both of these plots results computed by the previous legacy version of
EFIT (Blue) are covered by the results from the new EFIT-AI version (Green).



In this case study, 240 roughly equally spaced time slices from the length of the discharge were
reconstructed on a 129x129 spatial grid with a relative convergence tolerance of 10+ or maximum
of 100 iterations. The separate times were solved simultaneously using Message Passing Interface
(MPI) parallelism across all available cores on each machine (up to 240). This was repeated 3
times for each instance of the code and the runtimes were averaged together to reduce the effects
of shot noise. The run time results shown in Fig. 3 demonstrate the significant speed up EFIT-AI
offers relative to the previous version. The improved performance is responsible for a majority of
the difference in run times between the first column and the others. Just comparing timing from

the Iris machine, EFIT-AI is roughly 3x faster than the previous version.
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Fig. 3. The run times for 8 different EFIT builds leveraging the maximum available MPI
parallelism, are shown for reconstructing 240 time slices on a 129x129 spatial grid. The bar on
the left is the previous legacy version of the code with limited optimization while all others are the
EFIT-AI version. The EFIT-AI builds encompass optimized installations on 3 different computing
systems using 4 different compilers.

The remaining variation seen in Fig. 3 can be attributed to the different CPU clock speeds and
the number of cores run in parallel. The 17 laptop has the highest CPU speed at 5.1 GHz, while
Corti is at 3.6 GHz, and Iris can run at 3.2 GHz. This is why the time to run on the i7 is similar to
the times on Iris, despite having less than 1/3 as many cores available. The significant increase in

the number of cores available on Cori allows for an even larger speedup. When the EFIT-AI code



is run on Cori and exploits the maximum available parallelism for this case, we see greater than
7x speed up over the previous version run on Iris. The times are all within the shot variation for
every compiler available on a chosen system with the exception of GNU on Cori. This build
requires 10s longer which we believe to be overhead, since it is also present on higher resolution
cases with longer run times, accounting for a smaller fraction of the time taken. This could be a

consequence of the GNU version being older on Cori (8.3) than the other systems (9.3).
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Fig. 4. The run times for 4 different EFIT builds on 3 different compute systems are compared
when reconstructing 240 time slices on a 129x129 grid. For each case, the number of cores being
used in parallel with the MPI interface is varied up to the available limits of the system. Run times
are plotted on a log scale.

While the speed up with increased parallelism is significant, it does not match a strong scaling
with the number of cores. Figure 4 shows the results of varying the number of cores used for one
build on each system. The run time scales weakly with the number of processors used at similar
rates on all systems. With ideal scaling one would expect the EFIT-AI code to take an average of
10s with 20 cores and 1s with 240 cores which is 3x faster than observed at 20 cores and 10x faster
at 240 cores. Part of the reason that the ideal scaling is not observed, is that some time slices

require longer to solve than others, with the longest requiring 6s. Therefore, the observed scaling

10



is actually within 4s (<2x) of the strong scaling at 240 cores and much closer with fewer cores.
This discrepancy is likely caused by overhead with the parallel decomposition. Similar
performance improvement and scaling of the EFIT-AI code has been observed for higher

resolution (257%x257) runs and when MSE and CER constraints are included as well.

Lastly, the capability to read HDFS files with the OMAS equilibrium data format [44] under
the OMFIT integrated modeling framework [45] has also been added to EFIT-AI. This allows
users easily adjust and re-run cases that were stored as part of the new databases described in the

next section. Furthermore, it allows for an easier integration with Al-generated initial conditions.
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III. DATABASE AND MOR REPRESENTATION

One of the important applications of machine learning (ML) in the physical models is to serve
as a MOR model for the physical model, also known as a surrogate model. The development of a
ML-based MOR model for the GS Eq. (1) has been explored previously [29,36,37], but our goal
is to extend the prior work in multiple ways. The first is to take advantage of the large database
of DIII-D EFIT equilibria reconstructions available to further test and extend the application of
ML/AI algorithms to enhance EFIT equilibrium reconstruction capability for fusion data analysis
applications. The second is to explore the accuracy of the neural network by exploiting some of

the same physical insights that makes EFIT successful.

Machine learning has enjoyed a large resurgence in recent years as a result of the increase in
data and resources required to train the neural network models. Simultaneous to the improvements
in the machine learning, there has been improvements in the development of tools to generate the
database, notably the OMFIT framework [45] and the OMAS/IMAS data standards [44]. Thus,
EFIT-AI is providing a bridge between the developments of the fusion community and the ML
community to produce an advanced MOR representation of EFIT.

A. EFIT-AI Database

A large database of EFIT equilibria have been generated and gathered using various levels of
reconstruction fidelity: including magnetics, Motional Stark Effect (MSE) spectroscopy, and
kinetic EFITs. All EFIT reconstructions contain data from external magnetic measurements
including flux loops and magnetic probes, plasma Rogowski loops for the plasma current, poloidal-
field and Ohmic coils, vacuum toroidal magnetic field strength, and limiter and vacuum vessel
positions. At the most basic level of reconstruction is the magnetics EFIT equilibrium database
that primarily contains constraints from external magnetic measurements. This database contains
EFIT equilibrium reconstructions for the entire DIII-D 2019 experimental campaign, and consists
of 438,986 equilibria over 2331 discharges. Plotted in panel (a) of Fig. 5 are the reconstructed B

versus ¢; in this database. Next is the MSE database, which has the additional constraint of the

12



magnetic field line pitch angle in the plasma core as measured by the MSE diagnostic, and consists
of 299,991 equilibria over 1652 discharges. The reconstructed Py versus ¢; are shown in panel (b)
of Fig. 5. Finally, the database of kinetic EFITs has been gathered from existing OMFIT kinetic
EFITs generated by users on DIII-D. This database has additional constraints of the pressure and
current profiles from fitting of plasma temperatures and densities and edge bootstrap current
constraints from physics models. As this database was manually generated, it is much smaller than

the magnetic and MSE databases with 8963 equilibria over 222 discharges.
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Fig. 5. PBnis shown versus ¢; for the magnetics (a), MSE (b), and kinetic (c) EFIT databases.

B. EFIT-MOR

EFIT-MOR offers the promise of moving to dynamic and real-time full kinetic equilibrium

reconstructions currently limited to off-line analysis. A form of it has already been applied to the
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magnetic reconstructions of the KSTAR tokamak [36]. In that work a fully-connected (or multi-
layer perceptron, MLP) NN is trained on the magnetic measurements used in EFIT to reconstruct
the poloidal flux functions 1. The NN training is further constrained by including the equilibrium
constraint in the loss function. Another more recent example of equilibrium reconstruction with
NNs involves Eqgnet,a NN trained to predict the free boundary-plasma equilibria in NSTX-U with
several modes of operation based on various set of inputs [39]. Our present MOR approach
parallels the KSTAR and NSTX-U efforts in some respects and differs from these cited works in
other significant ways, which are highlighted below. In particular, to develop EFIT-MORs, two
MLP NN implementations have been trained and tested. The first implementation reconstructs
YP(R,Z) on the EFIT rectangular (R, Z) grid given the external magnetic signals and the equilibrium
GS constraint. This is similar to both the KSTAR approach and reconstruction mode of Egnet for
NSTX-U [39]. The second implementation uses a separate MLP-NN to directly fit the plasma
boundary and various global plasma parameters of interest such as Py, &, and gs. This is motivated
by the fact that external magnetic measurements alone only yield information on plasma boundary,
external magnetic geometry, and global plasma parameters such as poloidal 8 (or Px) and ¢; [46],
and that the plasma boundary and these global plasma parameters are essential for plasma transport
and stability calculations but are computationally expensive to compute. The estimation of these
parameters with a NN, given the magnetic inputs, resembles Ref. [39]’s Egnet implementation
under the reconstruction control mode.

The input vector for the training of the NN consists primarily of the external magnetic signals
from approximately 123,000 time slices from the 2019 database as described in the previous
Section IITA. This includes tangential component of the magnetic field measured by 76 magnetic
probes, the poloidal magnetic flux measured by 44 flux loops, the toroidal plasma current Ip, and
18 measurements of the poloidal-field coil currents; resulting in 139 total features for each time
slice. The location of the magnetic probes and flux loops are shown as red lines and blue squares
in Fig. 6. The F-coils appear as rectangular boxes labeled ‘external coils’ in the same figure. All
139 input space features are normalized by various combinations of the background time-varying

14



vacuum magnetic field B, the major radius R, = 1.67 m, and average minor radius r, = 0.6 m. For
example, the magnetic-probe measurements are scaled by (r0/R,)By, which is approximately the
poloidal equivalent of the vacuum (toroidal) magnetic field. These normalizations place most of
the magnetic measurements on the [-1, 1] range, providing approximately equal initial weights for
all input features. The feature weighting is then determined at the end, intrinsically by the learning
algorithm. However, a further systematic study that varies the initial weighting could be performed
to investigate any bias in the NN architecture. The temporal trace of a few of these dimensionless
magnetic signals are plotted in the right panel of Fig. 6 for DIII-D shot #180087. Note that unlike

in the KSTAR NN training, the EFIT grid is not included in the input vector space.
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Fig. 6. Left: The DIII-D diagnostics that are used in the EFIT equilibrium reconstructions. The
magnetic diagnostics used in this work to teach the neural networks are the magnetic probes, flux
loops, and currents in the external coils. A temporal trace of the dimensionless form of several of
these signals from DIII-D discharge 180087 are plotted in the right panel.

In the first implementation, the targets (or outputs) of the NN are the poloidal flux i on the
129x129 rectangular (R,Z) grid of EFIT. To speed up the training, the output ‘image’ resolution
space has been halved, yielding 65x65 pixels for the equilibrium flux surfaces. Thus, the total

number of output features for each time slice is 652 = 4225. The poloidal flux v is normalized to
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lie over the range [0,1] within the plasma, and can assume any value over the approximate range
[-10,10] in the vacuum region. The quality of the NN reconstructions is evaluated with the Pearson
correlation coefficient R? and the peak-signal-to-noise ratio, which is an-image relevant metric
defined as follows: PSNR = 10Logio(MAXi?) / Es, where MAXi is the maximum possible pixel

value of the image (1) and Es is the mean-square error.

A fully-connected MLP is used to learn Y. The present network architecture consists of two
hidden layers containing 437 and 1360 nodes, respectively. The network expands to accommodate
the much larger size of the output vector compared to the input vector. The number of nodes at
each layer is chosen to be the geometric mean of the number of nodes in the neighboring layers,
although the NN accuracy is fairly insensitive to the number of nodes in the layers so long as a
sufficient number of them is employed. A hyperbolic tangent 7anh activation function is used to
propagate the information from the input space to the first hidden layer, and from the first hidden
layer to the second hidden layer. The activations at the 2" hidden layer are mapped linearly to the
output layer. A linear mapping is necessary to accommodate the extended range of values that i
assumes in the vacuum region. 80% of the 123,000 samples are used in the training of the NN,
while the remaining 16% and 4% are reserved for validation and testing; yielding approximately
5000 time slices for the test set. The loss function of the NN is defined as a mean square error: L
= 1/Ni(JY — Ynn|?), where Ny is the total number of training or validation samples. Adam (adaptive
moment estimation) stochastic gradient descent method [47] is used in the back-propagation step

to find the parameters (weights) of the NN that minimize the loss function.

The results are shown below in Figs. 7(a), (c), (e), and (g), which overlay the NN prediction
of Y in dashed red contours with the true 1 solid black contours from the database reconstructed
with EFIT. Four randomly selected samples out of the 5000 test slices are shown. Note that none
of the four display samples are necessarily from the same discharge. Fig. 7(b), (d), (f), and (h)
show the normalized residual [{)(R,Z) - Y xn(R,Z)]/ max(|y (R,Z)|) for the same four samples. The

residuals for the time slices from the flat-top stage of the plasma are all less than 1% for all
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locations on the (R,Z) grid. The residual for the time slice from the ramp up, 7(b), gets as large as
a few percent. This is likely a consequence of the high variability of the plasma behavior during
ramp up, which might require increasing training sample size and/or employing deeper NNs such

as Convolution NN to capture.
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Fig. 7. Panels (a), (c), (e), (g) overlay the poloidal flux surfaces (solid black) from the magnetic
database against those (dashed red) predicted using a MLP NN for four randomly-selected times
slices out of the 5000 test samples to test the NN reconstruction accuracy. Panels (b), (d,) (f), (h)
show the normalized residua [(R,Z) - P nn(R,Z)]/ max(jyp (R,Z)|) for the same four samples.

Figure 8(a) shows the quality of the NN reconstructions as a regression plot that compares the
true value of Y at every (R,Z) grid point to the NN-reconstructed i at the same grid points for the
test set. The MLP-NN yields an R* = 0.998 and PSNR = 87 over the test set, signaling a high
accuracy for the NN reconstructions. Figure 8(b) shows the evolution of the network’s training

and validation loss function as a function of the network iterations.
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Fig. 8. Training results of MLP NN used to learn ¥)(R,Z). (a) True values of all ¢ contained within
the test data set plotted against Y predicted by the MLP-NN. (b) Training and validation history
showing the loss function versus the NN iterations.

Secondly, a separate neural network is applied to learn P, &, and qos using the same magnetic
inputs as those used in learning 1. The model-order-reduction with NNs provides a speedy way to
calculate these global parameters, which are essential (alongside the plasma boundary) for plasma
transport and stability calculations, but are computationally expensive to compute within EFIT.
The MLP-NN employed in this task comprises 3 hidden layers, consisting of 53, 20, and 7 nodes.
In this case, the architecture of the NN narrows since the output space only contains 3 features for
each time slice. A sigmoid is used for all four activation functions to propagate the information
from the inputs to the outputs. Other activations functions, applied in various combinations, yield
similar accuracies. Once again, an Es loss function is employed with the Adam optimizer to

minimize the loss function of the NN. To remove the outliers, a filter is applied where any time
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slice with ¢ > 2.0 is discarded. The same 80-16-4 data split into training-validation-test sets is

used.

The regression plots for the NN predictions of B, &, and qos are shown in Fig. 9, which also
displays the R? of each fit. The results show accurate fitting of Px and qos by the NN, with R’
=0.98-0.99, while the prediction of ¢ underperforms with a lower R? ~ 0.92. These fits will likely

improve once the NNs are trained over the entire set data.

4. R?=0.985 N a000

R?=0.994

2 4 6 8 10 12 14
True |qos|

Fig. 9. Regression plots for the three global parameters Py, i, and qos. An MLP NN with three
hidden layers is employed to learn these parameters. 80% of the 123,000 equilibria are used in the
training of the MLP-NN, while the remaining 16% and 4% are reserved for validation and testing.

19



In addition, another MLP-NN is implemented in this work to learn the (R, Z) coordinates of
the plasma boundary. Each plasma boundary extracted from the magnetic EFIT database is first
parametrized in terms of a local polar angle, which is then re-interpolated to lie on a surface
comprising 101 points. Thus, the dimension of the output vector changes to 202 in this case, which
also changes the network architecture to have 153, 168, and 184 nodes in its three hidden layers.
For the training, we map the (R,Z) coordinates to approximately span the range [-1, 1]. The
activation functions chosen for the present architecture are leaky relu (a modified version of the
rectified linear unit function relu that admits negative values), leaky relu, tanh, and finally tanh
again to map the activations at the last (3rd) hidden layer to the output layer, resulting in an
accuracy of R? = 0.997 for the plasma boundary reconstruction. This is illustrated in Fig. 10. Other
combinations of activation functions could yield similar accuracies. Note that the choice to rescale
(R, Z) of the plasma boundary to span [-1, 1], and not [0, 1], naturally necessitates the use of the
tanh function instead of the sigmoid or relu to propagate the information from the last hidden layer
to the output layer. These techniques can be readily extended to include other global plasma
parameters of interest such as those magnetic geometry parameters related to the plasma boundary
surface: elongation, triangularity, squareness, boundary gaps, X-point and divertor strike points,

as was comprehensively done in Reference 39 for the NSTX-U tokamak.
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Fig. 10. NN reconstructions of the plasma boundary (dotted-dashed blue) overlaid against the true
plasma boundary (solid black) for 4 randomly drawn samples out of the ~5,000 samples of the test
set. An MLP-NN with three hidden layers is employed to learn the radial and axial (R, Z)
coordinates of plasma boundary. 80% of the 123,000 EFIT magnetic equilibria are used in the
training, while the remaining 16% and 4% are reserved for validation and testing.

Lastly, the learning of the flux surfaces can be further constrained by including in the NN loss
function the toroidal current density J,(R, Z) in terms of the two stream functions P and F as
shown on the RHS of the GS Eq. (1). This provides a way to impose the important equilibrium
force balance condition on the NN. This reconstruction exercise focuses only on the volume within
the plasma boundary, which is currently taken as known from the EFIT equilibria and applied as
a filter in the pre-processing stage. However, as demonstrated above, the NNs are capable of
learning the plasma boundary accurately given the magnetic inputs. In our case, training the NN
directly on J,,,, without the application of the A* operator, produces noise-free J,,, and eliminates
the requirement of including the grid in the NN training, as was done in the KSTAR work. This
enhanced NN still uses the MLP-NN structure to predict (R, Z), then predicts J.(R,Z) given the
NN-produced Y(R,Z), using a convolutional neural network (CNN) [47]. CNNs are locally

connected networks which are well-known for extracting spatial representations. They can
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simultaneously extract key features from images and also reduce the number of trainable

parameters combined with pooling operations, which is suitable for reconstructing J,,, given .
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IV. NEURAL-NET DIII-D MAGNETIC RECONSTRUCTION RESULTS

To test the accuracy of the MLP-NN in predicting the plasma boundary and global plasma
parameters, the predictions of the NN MOR model described in Section IIIB are compared against
those from the magnetic EFIT database EFIT. We have again chosen to use the DIII-D negative
triangularity shot #180533 shown in Fig. 2 for this analysis with the same parameters as described
in section II. For a more applicable comparison, we have repeated the solutions using only a single
processor. With this, the previous version of EFIT requires on average of 682 seconds and the

optimized EFIT-AI version requires 212 seconds.

This shot was excluded from the set of shots that the MOR model was trained on, but similar
shots with negative triangularity from the campaign were included in the training. These negative
triangularity shots only make a small fraction of approximately 123,000 time slices used in the
training and validation of the NNs, as described in Section IIIB. Here, we leverage two
trained NNs to predict global plasma parameters of interestas well as the full flux-surface
topology for 240 time slices during the progression of shot 180533. The NN-based MOR method
is able to produce these results in 0.345 seconds, which is ~ 600x faster than the full EFIT
reconstructions. These are produced with a Python code that was intended to test out the method
and has not been optimized for performance. Therefore, these numbers represent a lower bound

for the possible efficiency of these methods.

The normalized Py, internal inductance &, and edge safety factor q,s are shown as a function
of discharge time in Fig. 11. The minor differences between the true and inferred values exhibit
little sensitivity to both network architecture and the choice of the activation functions. They
also vary among discharges. The flux surfaces predicted by the surrogate model are compared with
the direct EFIT solutions for four representative times in Fig. 12. The chosen times are shown as
dotted vertical lines in Fig. 11. For the particular example shown, the NN accurately predicts the

flux surfaces inside the plasma, while it does not always reproduce the magnetic topology near the
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field nulls, as evidenced by Fig. 12 (a) and (c). These deviations are likely to get smaller as the

training set is expanded to the full 2019 EFIT database.
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Fig. 11. The NN inference of the global plasma parameters (dashed red) against direct EFIT
reconstructions of the same quantities (solid blue) as a function of time fora negative
triangularity DIII-D discharge (180533). Shown are (a) the normalized plasma beta 3y, (b) the
internal plasma inductance ¢;, and (c) the edge safety factor qos as a function of the discharge time.
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Fig. 12. The NN prediction of the negative-triangularity flux surfaces (dashed red) for DIII-D
discharge 180533 overlaid against the flux surfaces reconstructed by EFIT (solid black) for the
same discharge. Shown are flux contours from four different times during the discharge that
correspond to 263 (early ramp-up), 1003 (end of ramp up), 2503, 3503 (flat top) ms during the
discharge. These instances are marked as the dotted vertical lines in Fig. 11.
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V. GAUSSIAN PROCESS TO IMPROVE PROCESSING OF EXPERIMENTAL DATA

Equilibrium reconstruction utilizes input from diagnostics to refine and inform about the
experimental conditions of the plasma. These input data are in a variety of forms, depending on
the diagnostics from which they are obtained. Two key profiles obtained through the Thomson
scattering (TS) diagnostic are the electron temperature and density profiles, from which a pressure
profile is constructed. These data can be noisy and can contain outliers, so a reliable and insightful
fitting technique is required to make full use of the data. Currently, this can be done by identifying
the regime of the plasma (H-mode, L-mode, etc.) and then using parameterized functions to do
least-squares fitting of the data. This has several drawbacks. Firstly, outliers negatively affect
these sorts of fitting techniques by pulling the fit away from the true profile. Secondly, an extra
step is required in first identifying the regime, and the plasma may be in some alternative state that
does not fit nicely into H-mode or L-mode, like containing an ITB. Lastly, these techniques do
not intrinsically involve any sort of error propagation to help estimate the error on the fit based on

the error on the data.

In this Section, we summarize our development of Gaussian Process Regression (GPR) method
that solves these problems in a robust and reliable way. GPR has gained wide use since its
introduction by Svensson for soft X-ray tomography in 2011 [48], It has since grown to include
other diagnostics [49-53] and has broadened to be used for verification and validation [54,55] and
in equilibrium reconstruction as well [56-58]. The latter is our ultimate goal, and here we are

discussing the issues related to L-mode and H-mode parameter regimes.

GPR is a fitting technique that establishes a probability distribution over all possible fits to a
set of data points. With such a distribution, it is simple to take the mean and variance to account
for the best fit and the error on that fit. The underlying assumption of GPR is that this distribution
is a multivariate normal distribution, so drawing samples from this distribution results in fits for
the data. The trick is then to construct the distribution and optimize these hyperparameters so the

fits that are obtained are high quality. This is done by choosing an appropriate kernel function and
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then by either optimization of the hyperparameters that parameterize this kernel or through Markov
Chain Monte-Carlo iteration to explore the hyperparameter space. Either way, the fits themselves

are completely non-parametric, and so minimal knowledge of the data set is required a priori.

For the TS data, we have chosen to use a linear combination of two Matern kernels, each with
their own length-scale hyperparameter that is constant in space. However, the kernels switch on
and off at hyper-parameterized locations along the radial axis. Additionally, to handle outliers we
have implemented a student-T likelihood distribution that is used during the hyperparameter
optimization. This allows the mean fit to remain accurate as the student-T distribution has the
potential for heavy tails that can automatically account for the large error associated with outliers.
With GPR, it is not required to choose the hyperparameters directly, but instead to allow the data
to inform and optimize the values of the hyperparameters. Additionally, the variance obtained
from the fit is directly related to the input error on the data points, automatically including error
propagation. We have chosen to utilize GPFlow library to implement the GPR for the TS data as
because it is performant (based on TensorFlow) and contains a variety of methods that are well

maintained and validated.

The results of the GPR methods we implemented are shown in Fig. 13 for both L-mode (Left)
and H-mode (Right). The dotted line is the underlying true profile while the dots are synthetic
data that includes gaussian noise and a number of outliers. The red line indicates the mean fit and
the red shaded area is the 95% error bounds. The Student-T likelihood function accounts for these
outliers very well, as seen in Fig. 13, as the mean is not moved away from the underlying true
profile. The variance on these outlier data points is not meaningful, but that is acceptable because

the noise on these points is also not-Gaussian but instead due to some instrument malfunction or
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spectral fitting error.
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Fig. 13. Example fits for L-mode (left) and H-mode (right) using GPR with the developed kernel
and a student-T likelihood function that mitigates the effects of outliers.
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VI. 3D PERTURBED EQUILIBRIUM DATABASE AND MOR REPRESENTATION

Next, we report our first attempt to generate a large numerical database of perturbed 3D
equilibria from various tokamak devices, utilizing the MARS-F 3D MHD code [59]. A 3D
equilibrium is obtained when the plasma, magnetically confined in tokamak, responds to an
externally applied 3D magnetic field perturbation. Such a magnetic perturbation is typically
generated by currents flowing in window-frame coils installed outside the plasma, often for the
purpose of controlling certain instabilities (e.g. the so-called edge localized mode, ELM) that are

of critical importance for the tokamak operation.

The macroscopic plasma response is computed by the MARS-F code, solving the MHD
equations in toroidal tokamak geometry and including important physics effects such as the finite
resistivity of the plasma (as a conducting fluid) and the finite flow velocity of the plasma along
the toroidal angle of the torus [60]. The MHD solution for the perturbed 3D fields, superposed
with the 2D equilibrium fields discussed in the previous sections, form a perturbed 3D equilibrium.
Essential quantities representing a perturbed 3D equilibrium thus include the perturbed plasma
current (in particular the parallel current), the 3D displacement of the plasma, among other fields,
as a result of the plasma response to the externally applied 3D fields. These 3D quantities

associated with the MHD solution form the key part of the perturbed 3D equilibrium database.

A database of over 1000 3D equilibria has been numerically generated, covering 4 tokamak
devices: DIII-D, MAST, ASDEX Upgrade, and ITER. Each datapoint is associated with (i) the 2D
equilibrium, (ii) the specific toroidal row of the ELM-control coils that is utilized to generate the
external 3D field, (iii) the harmonic number n (which we choose from 1 to 4) specifying the
periodicity of the applied perturbation along the toroidal angle. It is important to note that the
plasma response with different rows of ELM control coils can be straightforwardly combined (via
linear superposition) to form a new 3D equilibrium. Therefore, the present database can be easily
expanded without resorting to additional MARS-F computations. In terms of the machine memory
requirement, each 3D equilibrium contains about 16 MB data, with the fundamental database
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(i.e. without the aforementioned linear superposition) containing about 15 TB of data. We also
note that this database is already stored in memory-optimized format. For instance, the
spatial variation of the perturbed fields along the poloidal angle of the torus is stored in Fourier

harmonics, which is a much more efficient representation than that in the real space.

The large amount of the 3D equilibrium data suggests that MOR techniques may play an
important role. This serves two purposes: (i) to reduce the huge size of the data in the full 3D
representation (by more than one order of magnitude), and more importantly (ii) to
facilitate training of the ML algorithms for achieving real-time reconstruction of 3D equilibria

[61], based on the 2D equilibrium input.

In this study, we apply the singular-value-decomposition (SVD) to each datapoint. Figure
14 shows one example, where we apply SVD to the MARS-F computed perturbed parallel plasma
current density 8J”. 8]/ provides the major contribution to the perturbed 3D magnetic field (as part
of the 3D equilibrium) due to the plasma response. Moreover, 8]’ provides the shielding current
that is responsible for screening of the resonant magnetic perturbations [60]. It is evident, from Fig.
14(a), that the singular value decays fast, with the first two playing the dominant role for the
considered example. Retaining only the first two SVD-eigenstates, we find that 8J is well
reconstructed [Fig. 14(c)] as compared to the true quantity [Fig. 14(b)]. The relative error is about
10%. This shows that low-order SVD can indeed be efficient for MOR-representation of the 3D

equilibrium quantities, despite the fact that the latter quantities substantially vary in space.

The example shown above does not represent the best nor the worst situations with respect to
the SVD truncation error. Application of the same technique through all data points, we find that
it is generally desirable to retain more SVD-eigenstates, in order to achieve a reasonable accuracy
of the MOR-representation for the whole database. An illustrative example of truncation is
reported in Fig. 15, while retaining the first 5 eigenstates. Plotted here is the relative error of the

SVD-based MOR-representation versus the ratio of the fifth to the first singular values, Ss/S;, for
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8J" of the plasma. The SVD is applied to each individual 3D equilibrium from the database. As a
general trend, we note that the relative error decreases with decreasing Ss/S;. This is
understandable, since smaller values of Ss/S,imply faster convergence of the SVD-series.
Consequently, retaining the first five eigenstates allows more accurate MOR-representation of the
data. For the whole database [Fig. 15(a)], about 75% of data points can be represented by the first
five SVD-eigenstates with the relative error of 20%. The percentages of course increase (decrease)

with increasing (decreasing) the level of the relative error.
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Fig. 14. An example of the SVD-based MOR-representation of the perturbed 3D equilibrium, for
the poloidal Fourier harmonics of normalized ) in the plasma edge region: (a) the first 10 singular
values, (b) the MARS-F computed 8J" as a 2D function of the plasma radial coordinate (labeled
by the normalized equilibrium poloidal flux along the vertical axis) and the poloidal Fourier
harmonic (denoted as m along the horizontal axis), and (c) the reconstructed 8J” from the first two
SVD-eigenstates indicated by the shaded region in (a). The plasma response is obtained assuming
1 kA-turn of the coil current in the upper row of the I-coils in the n=3 configuration for a DIII-D
plasma from discharge 157376.

As an interesting observation, it is evident from Fig. 15(a) that the relative error is generally
larger for the MAST data. The most likely reason is that MAST is a low aspect ratio (R/a ~ 1.4)
device, resulting in a stronger toroidal coupling between Fourier harmonics. It is thus reasonable
that the convergence of the SVD-series is also generally slower. By excluding the MAST data
from the database, i.e. only keeping the data from the conventional aspect ratio devices [Fig.

15(b)], we find that about 95% of data points can be represented by the first five SVD-eigenstates

with the relative error of 20%. Similar level of accuracy is achieved for another key perturbed
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quantity associated with the perturbed 3D equilibrium, i.e. the radial displacement of the plasma

[61].

The SVD-reduced model allows efficient training of neural networks for fast reconstruction of
3D equilibria. For instance, the output of the neural network can be the first few singular values of
the decomposition and the associated eigenvectors. This output can then be used to approximately
reconstruct a 3D perturbed equilibrium, using as input the 2D equilibrium information in
combination with known 3D source fields. The final product of the described workflow can then
be potentially incorporated into a real-time plasma control system for many purposes, including

monitoring of asymmetric events during discharges and ultimately controlling these 3D events.
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Fig. 15. Relative error obtained with the first five SVD eigenstates, to represent the MARS-F
computed 8J versus the ratio Ss/S; of the fifth to the first singular values. Compared are the results
for (a) the whole database of perturbed 3D equilibria including all four devices, and (b) the
database covering only the three conventional aspect ratio devices excluding the spherical tokamak
MAST. The horizontal dashed lines indicate the percentage of the data points (from the respective
database) achieving the corresponding levels (10%, 20%, 50%) of relative error.
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VII. SUMMARY

In this paper, an overview of the recent progress in the application of ML/AI algorithms to
extend EFIT equilibrium reconstruction capability is presented. This includes creation of a device-
independent portable core equilibrium solver to facilitate adaptation of ML/AI algorithms,
construction of a large DIII-D EFIT database for developments of EFIT MOR surrogate models
to reconstruct approximate solutions. A neural-network (NN) MOR surrogate model has been
successfully trained and tested using the magnetically reconstructed datasets with very
encouraging results. Other progress includes developments of a GP Bayesian framework that can
adapt its many hyperparameters to improve processing of experimental input data and a 3D
perturbed equilibrium database from toroidal full MHD linear response modeling using the

MARS-F MHD code for developments of 3D-MOR surrogate models.

This progress lays a solid foundation moving forward to create the full EFIT-AI: equilibrium
reconstruction making maximum use of experimental data in a burning plasma environment to
understand, control, and optimize tokamaks. We fully expect EFIT-AI to become routine for
between-shot and post-shot analysis. The degree to which EFIT-AI can serve for real-time control
depends on how much faster we can make EFIT-AI especially in the area of the Bayesian
experimental analysis. We are increasing the amount of work to be done in analyzing the data (to
handle noisy data more accurately), as well as speeding up the process through the use of neural
networks for initial conditions and in hyperparameter selection. Similarly, incorporating 3D
effects, will improve the accuracy of the equilibrium reconstruction and provide useful information
for interpretation of important 3D effects such as local divertor heat fluxes in tokamaks, but the
extent to which it will impact real-time control will depend on the speed and accuracy of EFIT-
Al As demonstrated by the references, this effort of improving equilibrium reconstruction and
data analysis using machine learning is of high interest within the fusion community. EFIT-AI is
systemically learning from these efforts, and from our applied math and computer science

colleagues, to integrate this knowledge into the production-level reconstruction that has been the
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hallmark of the EFIT code.
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