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Overview

• Department of Software Engineering and Research at Sandia National 
Labs
• Software engineering and research for scientific computation
• Software engineering principles and best practices

• Spack from Lawrence Livermore National Labs
• Package manager for HPCs
• High level of complexity for users
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History

• Originally created a homegrown tool for third-party library installation
• Spack was in its infancy
• Consistent environment across multiple platforms
• High maintenance cost

• Spack improvements over the years became an attractive option
• More maintainers / contributors
• More platform support
• Package configuration lives with a maintainer, not the tool creator

• Needed to handle the complexities introduced by Spack
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Three Core Requirements4
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Tool Details

• Dependencies
• Spack
• Python 3.6+
• PyYAML

• Light wrapper around Spack
• Utilizes core mechanisms of Spack
• Remove knowledge barrier for 

configuration specifics
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DEMO: Setup6



DEMO: Manifest7

BASE_COMPILER: Compiler to install base packages
BASE_PACKAGES: Base packages that will be installed once/used in 
later steps
COMPILERS: Compilers to install
EXTERNAL_COMPILERS: Compilers already on the system to use
UTILITY_COMPILER: Compiler to install utilities
UTILITIES: Utilities (single-installation packages like Cmake, git)
MPIS: MPIs to install
EXTERNAL_MPIS: MPIs already on the system to use
CUDAS: Cudas to install
EXTERNAL_CUDAS: Cudas already on the system to use
TPLS: Third-party library packages to install (using compilers, MPIs, 
and cudas)
EXCLUDE_COMBOS: Broken/excluded packages



DEMO: Installation8



DEMO: Configuration Files9



DEMO: Module Files10



Conclusion

• Future Steps:
• Add additional functionality (to address more general use cases)
• Plan to open-source (ETA: End of CY21)

• Long-term Goals:
• Become obsolete
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