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Abstract

The limitations in numerical treatment of solids-phase in conventional meth-

ods like Discrete Element Model and Two-Fluid Model have facilitated the

development of alternative techniques such as Particle-In-Cell (PIC). How-

ever, a number of parameters are involved in PIC due to its empiricism.

In this work, global sensitivity analysis of PIC model parameters is per-

formed under three distinct operating regimes common in chemical engi-

neering applications, viz. settling bed, bubbling fluidized bed and circu-

lating fluidized bed. Simulations were performed using the PIC method in

Multiphase Flow with Interphase eXchanges (MFiX) developed by National

Energy Technology Laboratory (NETL). A non-intrusive uncertainty quanti-
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cation (UQ) based approach is applied using Nodeworks to first construct an

adequate surrogate model and then identify the most influential parameters

in each case. This knowledge will aid in developing an effective design of

experiments and determine optimal parameters through techniques such as

deterministic or statistical calibration.

Keywords: Particle-In-Cell, Multiphase, MFiX, Nodeworks, Global

Sensitivity Analysis, Sobol’ Indices, Surrogate Modeling, Response Surface

1. Introduction

Coarse-grained Lagrangian techniques for representing particles in mul-

tiphase flow systems have been gaining significant attention over the past

few years. In these systems, very large particle counts are re-imagined us-

ing a smaller number of particle clusters, thus reducing the overall number

of Lagrangian entities to track in a simulation. Historically, solids modeling

has been accomplished through Discrete Element Model (DEM) based on La-

grangian approach, or Two-Fluid Model (TFM) based on Eulerian approach.

In a conventional DEM, every particle is represented individually and their in-

teractions with neighbors are resolved. Consequently, simulations employing

DEM may become intractable for pilot-scale or industrial-scale applications
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where particle counts are very large. With recent advances in supercomput-

ing architectures, efforts are currently underway to push the boundaries of

conventional DEM Musser et al. [1], although the ease of availability of such

resources is questionable at least in the near future. In TFM, solids are rep-

resented as a continuous phase. Simulations employing TFM are often prone

to inaccuracies while modeling densely packed regions, where uncertainty is

embedded in constitutive relations, like frictional models which do not model

static regions well [2, 3, 4, 5]. The limitations of DEM and TFM have forced

researchers to look for alternative methods to model multiphase flow systems

having a large particle count. The development of coarse-grained strategies

like Coarse-Grained DEM [6, 7, 8, 9] and Particle-In-Cell (PIC) [10, 11] are

a consequence of this research.

PIC rests on the mathematical foundations laid by many researchers.

Harlow and Welch [12] described PIC methodology for single-phase flows.

Andrews and O’Rourke [13] formulated a one-dimensional PIC model for

particle-laden flows. Snider and co-workers extended that work to two-

dimensions [14], and later to three-dimensions [10]. More recent efforts to

enhance multi-phase PIC modeling have focused on better management of

physical mechanisms including formulations for collisional damping [15, 16],
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collisional return to isotropy [17] and blended acceleration [18]. Scientific

computational models developed by Snider and his co-workers have been

built into the commercial software code, CPFD Barracuda®. Besides, a

version of PIC called Dense Discrete Phase Model (DDPM) exists in Ansys

Fluent®. Open-source PIC codes such as MFiX-PIC [19], [20] and MPPIC-

Foam (OpenFOAM®) are also available.

In the majority of implementations, PIC relies on empiricism for mod-

eling collisional stress [10, 21, 22] and the computational algorithm is not

as straightforward compared to DEM. This warrants a rigorous analysis of

its model parameters and numerical implementation. The current study is

aimed at understanding the influence of PIC model parameters or control

variables on response quantities. Three widely different flow conditions are

chosen for analysis: settling bed, bubbling fluidized bed and circulating flu-

idized bed (CFB). The results obtained will help to identify optimal PIC

model parameters following the procedure outlined by Gel et al. [23]. An

initial demonstration of finding the optimal PIC model parameters with the

aid of deterministic calibration for the case of settling bed can be found in

Gel et al. [24].

The remainder of the article is organized as follows: In Section 2, an
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overview of MFiX-PIC implementation is provided followed by description

of cases in Section 3. Results from global sensitivity analysis and grid

refinement study are presented in Sections 4 and 5. Finally, the conclusions

and future work are discussed in Section 6.

2. Overview of MFiX-PIC

The fundamental assumption of PIC is that particles sharing the same

physical properties can be grouped into computational parcels. Furthermore,

the particles are assumed to be mono-dispersed within a given parcel. Figure

1 represents the flow field as viewed under DEM and PIC formalisms. Each

component in the solids-phase is assigned a statistical weight, Wp, which

defines the number of particles in a parcel. A different value of Wp could be

used for each component, and hence the number of particles represented by a

parcel could vary depending on size or density. The solution methodology in

MFiX-PIC follows closely the work of Snider, D.M. [10]. The translational

momentum equation for a parcel is given by the following equation [25, 24],

dUi
dt

= gi + Smi +
1

εsρs

∂τp
∂xi

. (1)

where, Ui and gi are parcel velocity and acceleration due to gravity in the
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coordinate direction i. ρs and εs represent density and volume fraction of

solids. Smi contains contributions from pressure gradient and drag given by

[25],

Smi = −dPg
dxi

V + βgV (Ugi − Ui) (2)

where, V , β and Ugi represent volume of particle, interphase drag coefficient

and velocity of gas-phase in the coordinate direction i. τp in Equation 1 is

the inter-particle solids stress given by,

τp =
P0ε

β
s

max[ε∗s − εs, δ(1− εs)]
. (3)

Parameters P0 and β are linear pressure scale factor and exponential factor.

The parameter δ is a small number (10−7) included to avoid numerical di-

vergence. Subsequently, the parcel locations are updated using velocities as

follows,

dxi
dt

= Ui. (4)

The inclusion of inter-particle stress is not straightforward and could be de-

scribed by the following pseudo-algorithm [24],
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Figure 1: Visualization of discrete particles in DEM (left) and computational parcels in
PIC (right).

if ∇τp ≤0

PIC velocity contribution = min(δup,(1+γ)(αUp-ũp)

PIC velocity contribution = max(PIC velocity contribution,0)

else ∇τp >0

PIC velocity contribution = max(δup,(1+γ)(αUp-ũp)

PIC velocity contribution = min(PIC velocity contribution,0)

endif

δup is the estimated discrete particle velocity contribution from inter-particle
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stress. Up and ũp represent mean parcel velocity and parcel velocity evaluated

without the stress term (Refer Equation 38 in Snider, D.M. [10]). γ is the

elastic restitution factor whose default value is 0.85. A user-controlled factor,

α, is applied to the solids slip velocity to account for local hydrodynamics.

Based on limited experience, P0 is set in the range of [1-20]Pa for cases

that are less dynamic like particles settling, and greater than 100Pa for cases

having considerable particle motion like CFB. This could be visualized in a

hypothetical flow regime map as shown in Figure 2. The x-axis represents

the ratio of superficial velocity to minimum fluidization velocity, the latter

being dependent on the properties of material and fluidizing medium. A

rigorous approach is required for greater confidence in such hypothetical flow

regime maps under different flow conditions. It must be noted that the

collisional stress term has a multiplier (=10) in CPFD Barracuda®, and

should be considered while comparing the values of P0 used in MFiX-PIC

while performing a code-to-code comparison. The parameter β is usually

set to a value of 2-5. An appropriate value of statistical weight, Wp is not

readily available in text, while it is believed among the developers of MFiX-

PIC that the lower bound should not exceed 20 parcels/cell at close-packed

conditions. It is typically advised to choose void fraction at close packing ε∗s,
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based on particle shape and size distribution, and the extent of polydispersity

[26, 27, 28, 29, 30]. Finally, there is no body of literature to help select an

appropriate value of α. A value of α = 0.5 helped avoid excess over-packing

while simulating a settling bed [20].

It is desired to provide the MFiX-PIC user community with a more spe-

cific range of values for the different model parameters. While this could be

achieved through inverse techniques such as deterministic or Bayesian cali-

bration, the first step is to determine sensitivity of model parameters, which

is the focus of the work presented. In this study, global sensitivity analysis

is used to rank model parameters and their interactive effects based on the

order of importance under different flow conditions. This would also pro-

vide guidelines while designing simulation campaigns aimed at calibrating

different model parameters.

The gas phase is treated as a continuum and modeled using the following

continuity and momentum equations,

∂

∂t
(εgρg) +

∂

∂xj
(εgρgUgj) = 0. (5)
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∂

∂t
(εgρgUgi) +

∂

∂xj
(εgρgUgjUgi) = −∂Pg

∂xi
+
τgij
∂xj

+ εgρggi + Sgi. (6)

The terms Pg and τg represent pressure and shear stress in the gas phase.

Sgi = −β(Ugi−Umi), where Umi is parcel velocity interpolated at cell center.

Effects due to turbulence are not included in the current implementation of

MFiX-PIC.

All the variables explored here are present in other PIC implementations

such as CPFD Barracuda and MPPIC Foam except α. This has been exposed

in MFiX-PIC as a user-controlled variable since the results were sensitive to

its value at the time of testing. However, the findings from this study may

not be extendable to DDPM in Ansys Fluent since the inter-particle collision

stress is modeled using kinetic theory of granular flow (KTGF). Also, options

based on kinetic theory exist for modeling particle interactions in CPFD

Barracuda and MPPIC Foam where the analysis of variables in this study

may not be applicable.
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Figure 2: Hypothetical flow regime map [31]

Pressure linear Exponential Statistical weight Void fraction Solids slip
scale factor factor at max. packing velocity factor

Symbol P0 β Wp epsilon∗ α
Symbol in Nodeworks t1 t2 t3 t4 t5
MFiX keyword psfac fric pic frix exp pic ic pic const statwt ep star mppic velfac coeff
Range - Case 1 [1-20] [2-5] [3-8] [0.35-0.5] [0.5-1]
Range - Case 2 [1-100] [2-5] [10-100] [0.4-0.5] [0.85-0.98]
Range - Case 3 [1-250] [2-5] [3-60] [0.35-0.5] [0.85-0.98]

Table 1: Summary of PIC model parameters and their bounds for global sensitivity analysis
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3. Description and Setup

Three different operating regimes are considered in this work to analyze

the influence of PIC model parameters. Case 1, Case 2 and Case 3 correspond

to a settling bed, a bubbling fluidized bed and a CFB respectively. Case

1 demonstrates particles settling in a dense medium, where U/Umf < 1 is

typically observed. The set-up used in this study is borrowed from the MFiX

verification and validation manual [20] as depicted in Figure 3 and the

preliminary results comparing MFiX-PIC, MFiX-TFM and MFiX-DEM are

presented in Table 3. The range of parameters used in these simulations is

summarized in Table 1. The grid size is set to 2mm in the three cartesian

directions. A constant time step of 5 × 10−4s is used, and the simulations

are run for 1 second. The quantity of interest (QoI) is the location of filling

shock whose analytical expression is given by,

y(t) = −t
(
ε∗sε

∗
gu

∗
r − εs0εg0ur0
ε∗s − εs0

)
(7)

where, εs and ur represent the volume fraction of solids-phase, volume frac-

tion of gas-phase and the magnitude of relative velocity between the phases.

Superscript ’*’ represents packed state and subscript ’0’ denotes values based
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on initial conditions. Following Stokes’ drag law, the relative velocity ur is

given by,

ur =
g∆ρd2p
18µg

(1− εs)3.65 (8)

where, g,∆ρ, dp, µg represent acceleration due to gravity, density difference,

particle diameter and gas-phase viscosity. In this study, εs0 is set to 0.15,

and the analytical solution for the location of filling shock at the end of 1

second is 0.0751m. Nodeworks was used to generate 110 samples using the

Latin Hypercube method optimized by the genetic algorithm of Jin et al.

[32] as shown in the scatter plot matrix format of Figure 6. The Latin Hy-

percube method is preferred due to its space filling property, which can be

qualitatively observed in the plots shown in Figure 6. The diagonal contains

histograms of samples for each model parameter. The remaining tiles repre-

sent parity scatter plots between two given model parameters. For samples

with good space-filling property, one would notice uniform distribution in the

histograms and homogeneous space coverage in the off-diagonal plots.

Case 2 demonstrates bubbling fluidization based on the experiments of

Vaidheeswaran et al. [33] and Vaidheeswaran and Rowan [34]. In this flow

regime, bubbles or regions of void occur frequently in the emulsion phase.
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Figure 3: Schematic of settling bed in Case 1

εs0 = 0.10 εs0 = 0.15 εs0 = 0.20
Analytical 0.466 0.544 0.607
MFiX-PIC 0.455 ± 0.01 0.521 ± 0.01 0.583 ± 0.01
MFiX-DEM 0.455 ± 0.01 0.515 ± 0.01 0.575 ± 0.01
MFiX-TFM 0.475 ± 0.01 0.555 ± 0.01 0.615 ± 0.01

Table 2: Preliminary results for the location of filling shock (in m) from Verification and
Validation manual [20].

14



These bubbles erupt at the interface throwing particles on to the freeboard

region. The flow rates in these systems are such that the solids do not

elutriate out of the system, but instead return to the dense bed due to gravity.

Typically, U/Umf > 1, and the value used in this study is U/Umf =2.97. The

computational domain, which is a cylindrical unit having an internal diameter

of 2.5” (6.35cm) is a simplified representation of the actual unit used in the

experiments. A rough schematic including the location of pressure sensors

is shown in Figure 4. The range of parameters used in these simulations is

summarized in Table 1. The grid size is set to 3.33mm in the three cartesian

directions. A variable time step is used, having a maximum value of 5×10−4s,

and the simulations are run for 50 seconds. A total of 110 sampling locations

were generated using the Latin Hypercube method in Nodeworks optimized

with the genetic algorithm of Jin et al. [32] as shown in Figure 7.

Case 3 demonstrates a CFB based on the experiments of Xu et al. [35]

whose schematic is shown in Figure 5. The riser has a height of 1.32m, and

the internal diameters of cyclone, riser and standpipe are 0.127m, 0.0508m

and 0.0254m. Air enters through flow controllers FTC180, FTC135 and

FTC115. The flow rates used in this study are 300, 7 and 2.5 standard liter

per minute (SLPM). This translates to a velocity of 2.46m/s at the bottom
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Figure 4: Set up of bubbling fluidized bed in Case 2.
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of the riser and the corresponding U/Umf is more than 10. This ratio is

significantly higher than the bubbling fluidized bed (Case 2). The range of

parameters used in these simulations is summarized in Table 1. The grid

size is set to 5mm in the three cartesian directions. A variable time step is

used, having a maximum value of 5× 10−4s, and the simulations are run for

45 seconds. A total of 110 sampling locations were generated using the Latin

Hypercube method in Nodeworks optimized with the genetic algorithm of

Jin et al. [32] as shown in Figure 8.

The open-source scientific workflow Nodeworks (version 20.2) [36] was

used for non-simulation tasks, i.e., design of experiments (DOE), surrogate

model construction and sensitivity analysis. Nodeworks provides a frame-

work for GUI based programming using nodes and connections as shown

in Figure 9. A logical workflow was established wherein the DOE was

generated followed by a simulation campaign and then sensitivity analysis

performed with the QoIs from the simulation campaigns. Simulations were

performed using MFiX-20.1 [37]. Results from the simulation campaigns

were post-processed and provided as externally generated tabulated input to

Nodeworks for sensitivity analysis. The method of Sobol’ indices [38] was

used to quantify the influence of model parameters on the observed QoIs.
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Figure 5: Setup of circulating fluidized bed in Case 3.
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Figure 6: Scatter plot matrix showing 110 samples in the simulation campaign gener-
ated for Case 1. Histograms along the diagonal represent uniform distribution of model
parameters.

4. Global Sensitivity Analysis

4.1. Case 1: Particles settling in a dense medium

MFiX-PIC simulations were performed at the sampling locations given in

Figure 6. At the end of 1 second, slices of line-averaged gas volume fraction

were extracted to determine the location of filling shock. The threshold value
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Figure 7: Scatter plot matrix showing 110 samples in the simulation campaign gener-
ated for Case 2. Histograms along the diagonal represent uniform distribution of model
parameters.
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Figure 8: Scatter plot matrix showing 110 samples in the simulation campaign gener-
ated for Case 3. Histograms along the diagonal represent uniform distribution of model
parameters.
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Figure 9: Snapshot of Nodeworks workflow showing response surface and sensitivity anal-
ysis nodes for Case 1.

22



chosen was the average of gas volume fraction at maximum packing, ε∗g and

initial volume fraction of gas, εg0. The shock is assumed to be present at

the first instance when volume fraction at a given vertical location is less

than this average value. Figure 10 shows model parameters (considered as

input variables) and the QoI obtained from the simulation campaign in the

form of scatter plot matrix. The QoI is observed to decrease with increase

in statistical weight (t3) while the opposite is true for solids slip velocity

factor (t5). Different surrogate models were tested for the QoI, and radial

basis functions (RBFs) provide an adequate description of overall behavior

as observed through the mean squared error (MSE) and parity plot shown

in Figure 11. The acronyms MLP, SVM and GPM refer to multi-layer

perceptron, support vector machine and Gaussian process model respectively.

The response surface constructed using RBFs in t3-t5 parameter space is

shown in Figure 12. t1, t2 and t4 are set to the midpoint of their ranges

while visualizing. The location of blue dots (results from simulations) need

not necessarily overlap with the surface, however it could be seen that most

of the variation in the QoI could be captured using t3 and t5.

The influence of model parameters is quantified using Sobol’ Indices based

sensitivity analysis method [38] as shown in Figure 13. Vertical bars indi-
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cate the 95% confidence interval. The plot shows first order (main effects),

second order (interactive effects) and total indices. t3 and t5 are observed

to have the most dominant effect on the location of filling shock. Effects

due to interactions between model parameters are present, however they are

considerably less compared to main effects.

At this point it is not clear if statistical weight (t3) could be considered

independent of grid discretization. Having a parcel volume comparable to

or greater than the volume of an Eulerian cell would make interpolation

questionable. Also, if the entire cell is packed by a single parcel, the inter-

particle stress term becomes artificially high which might cause results to be

erroneous. In this case, the maximum value of t3 is chosen such that the

ratio of volume of parcel to volume of cell is 0.56 compared to the maximum

solids concentration at packing (0.64). Hence, the latter situation could be

avoided. However, the effect of parcel volume on the interpolation operation

is yet to be determined.

The influence of solids slip velocity factor (t5) could be explained as

follows; when t5 is 1, it is equivalent to having unimpeded relative motion

between a parcel and its neighbors. This might be the case in regions having

lower particle concentration or in the vicinity of a wall, where a parcel moves
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relative to a stationary boundary. As concentration increases, a parcel’s

motion is influenced by its neighbors. Particles also have a tendency to

move as clusters and their relative motion is reduced. In such instances,

it is intuitive that the solids slip velocity factor is less than 1. This acts

as a numerical limiter on the overall solids velocity and as t5 reduces, the

location of filling shock moves lower in the domain. Finally, it must be

emphasized that the observed trends are valid for the given range of model

parameters, operating conditions and grid discretization. A more rigorous

study is necessary to elucidate such effects and will be pursued in the future.

4.2. Case 2: Bubbling fluidized bed

MFiX-PIC simulations were performed at sampling locations shown in

Figure 7. There were three QoIs, i.e., time-averaged ∆P2, ∆P3 and ∆P4

calculated from the time series of pressure signals after removing the first

25 seconds to eliminate the effect of flow transients. These are referred to

as DP2, DP3 and DP4 respectively due to typesetting inconsistencies in

Nodeworks. The results are shown in the form of a scatter plot matrix in

Figure 14, where a few qualitative trends emerge. There is a predominant

inverse correlation between void fraction at maximum packing, t4 and the

QoIs. DP2 and DP3 are proportional for the most part, which is to be
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Figure 10: Scatter plot matrix showing model parameters along with the QoI in Case 1.
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Figure 11: MSE calculated using different surrogate models (top), and parity plot for
RBFs comparing the actual and predicted values (bottom) in Case 1.
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Figure 12: Response surface generated using RBFs for Case 1. Blue dots represent the
actual location of samples in t3-t5 parameter space, while remaining input parameters
(t1,t2,t4) are set to midpoint of their ranges.
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Figure 13: Sobol’ indices computed using RBF based surrogate model for Case 1.

expected since their measurements were made in dense regions. The flow

section corresponding to DP4 consists of both dense and dilute regions, and

the time-averaged value shows a different behavior. As noticed previously,

RBFs provide an adequate description of the overall behavior as seen from

their MSE values and parity plots (Figure 15).

The parametric sensitivities are quantified using the method of Sobol’ [38].

As expected, DP2 and DP3 are strongly influenced by t4, whose first-order

Sobol’ index is significantly higher than other first-order and second-order

indices. For practical interpretation, t4 determines the amount of solids
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being packed in a given cell besides appearing in the expression for inter-

particle stress in the PIC model. As t4 increases, solids concentration in

a given cell drops, which leads to a lower solids hold-up in dense regions.

Pressure drop is determined by the weight of solids in these regions and

hence, DP2 and DP3 decrease as t4 increases. However, DP4 is sensitive to

changes in pressure linear scale factor, t1 and exponential factor, t2 besides

t4. As solids concentration becomes more dilute, contributions from other

model parameters become non-trivial. It may not be possible to associate

all the observed parametric sensitivities with flow physics due to inherent

empiricism in the PIC methodology.

4.3. Case 3: Circulating fluidized bed

MFiX-PIC simulations were performed for Case 3 at the sampling loca-

tions shown in Figure 8. The chosen QoIs were interface height (y1), pressure

drop in riser (y2) and pressure drop in standpipe (y3). Time-averaged quan-

tities are calculated from the corresponding time series after removing the

first 25 seconds to eliminate the effect of flow transients. Interface height is

determined as the point where the local εg exceeds 0.45 and the difference

in εg between the adjacent cells in the vertical direction is greater than 0.05.

Though the method used to determine y1 may be ad hoc, the QoI was ob-
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Figure 14: Scatter plot matrix showing model parameters along with the QoIs in Case 2.
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Figure 15: MSE plots (top) and parity plots (bottom) corresponding to (a) DP2, (b) DP3
and (c) DP4 in Case 2. Parity plots are shown for RBFs.
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Figure 16: Sobol’ indices computed using RBF based surrogate model for (a) DP2, (b)
DP3 and (c) DP4 in Case 2:
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served not to be sensitive to the threshold values owing to a sharp εg gradient

at the interface. The results along with sampling locations are shown in the

form of a scatter plot matrix in Figure 17. Some distinct trends are seen

for parameters t3 and t4. y1 appears to drop slowly with an increase in t3

followed by a rapid decline towards the maximum limit, while y1 increases

gradually with increase in t4, which determines the amount of solids that

could be packed in a given region. The latter decreases and the interface

height drops with increase in t4. Also, there is an overall drop in y2 and y3

with increase in t3 and t4.

Again RBFs were chosen for generating response surfaces after comparing

the MSE values from different options in Nodeworks (Figure 18). The parity

plot based on RBFs shows an accurate match between the observed and

predicted values. These were used to perform function evaluations of the QoIs

to compute the first order, second order and total indices shown in Figure 19.

It is important to note that y1 (interface height) is sensitive to the interaction

effects, i.e., combinations, besides first-order effects due to t3, t4 and t5.

Overall, statistical weight, t3, seems to be the most influential parameter

considering both the first order and second-order effects. y2 (pressure drop

across riser) seems to have similar sensitivity to parameters t3, t4 and t5 while
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y3 (pressure drop across standpipe) is very sensitive to t4 compared to other

parameters. Influence of parametric interactions is slightly different between

the two, but the magnitude of their indices suggests negligible sensitivities

for y2 and y3. Case 3 consists of features from Case 1 and Case 2. The

standpipe has a dense region where frictional contact is dominant, and the

relative motion of solids is considerably less as observed for particles settling

in a dense medium. On the other hand, the lower portion of the riser behaves

as a fluidized bed albeit at a much higher velocity.

5. Effect of grid refinement

Finally, a grid refinement study was performed to assess the effect of grid

resolution on Sobol’ indices and order of ranking. First, Case 1 was analyzed

using three different grid sizes: G1
1-fine grid (2mm), G1

2-intermediate grid

(2.86mm) and G1
3-coarse grid (4mm). The refinement ratio is more than 1.3

as recommended by Freitas [39]. As pointed out earlier, it is intuitive that the

influence of statistical weight, t3, on the observed QoI might be correlated

with grid size. Two different approaches were followed: (i) the same set

of model parameters was used at each grid level, (ii) the range of t3 was

modified based on cell volume while other parameters were held constant. In
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Figure 17: Scatter plot matrix showing model parameters along with the QoIs in Case 3.
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Figure 18: MSE (top) and parity plots (bottom) corresponding to (a) y1 (interface height in
standpipe), (b) y2 (pressure drop across riser) and (c) y3 (pressure drop across standpipe)
in Case 3. Parity plots are shown for RBFs.
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Figure 19: Sobol’ indices computed using RBF based surrogate model for (a) y1 (Interface
height in standpipe), (b) y2 (Pressure drop across riser) and (c) y3 (Pressure drop across
standpipe) in Case 3.
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Approach G1
1(∆ = 2mm) G1

2(∆ = 2.86mm) G1
3(∆ = 4mm)

(i) [3.00,8.00] [3.00,8.00] [3.00,8.00]
(ii) [3.00,8.00] [8.90,23.29] [24.35,63.73]

Table 3: Range of t3 considered for DOE at different grid levels in Case 1.

approach (ii), the bounds for t3 at a given grid discretization are obtained by

multiplying the bounds from the previous level with the ratio of grid volumes

between the two (e.g., a factor of 2.92 was used obtained by 2.83/23 between

intermediate and fine grids). As a consequence, the maximum number of

parcels per cell in G1
1, G

1
2 and G1

3 grids is determined only by volume fraction

at maximum packing, t4, at a given sampling location in approach (ii). The

bounds of t3 used at each level are summarized in Table 5.

Figure 20 presents a summary of results obtained using the two ap-

proaches. It can be seen clearly that the order of ranking remains consistent

when t3 was scaled proportional to grid size, as opposed to preserving its

original minimum and maximum bounds. Also, the magnitude of Sobol’

indices are identical between G1
1 and G1

2 suggesting that the key model pa-

rameters affecting the variability observed in the QoI are consistent at both

grid resolutions.

This procedure (approach (ii)) was used for Case 2 and Case 3, where the

bounds for t3 are provided in Table 5. Figure 21 summarizes results from
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Case 2 Case 3
G2

1(∆ = 3.33mm) [3.00,100.00] G3
1(∆ = 3.30mm) [3.00,60.00]

G2
2(∆ = 5.18mm) [11.24,374.51] G3

2(∆ = 5.00mm) [10.32,206.34]

Table 4: Range of t3 considered for DOE at different grid levels in Case 2 and Case 3.

Case 2 using G2
1-fine grid (3.33mm) and G2

2-coarse grid (5.18mm). As noticed

before, all QoIs are sensitive to void fraction at maximum packing (t4). The

order of ranking is preserved for DP2 and DP3 with regards to the two most

dominant parameters, t4 and t5, while only t4 is consistently predicted as

the most dominant parameter for DP4. The magnitude of Sobol’ indices

corresponding to other parameters are much smaller or negligible compared

to t4. One may not observe convergence in the order of ranking, but the

most dominant parameter was identified as t4 consistently. The observed

behavior could be due to lack of grid independence and further refinement

may be needed.

Figure 22 summarizes results from Case 3 using G3
1-fine grid (3.33mm)

and G3
2-coarse grid (5mm). The ranges used for t3 are provided in Table

5. As noticed before, interactive effects are dominant for y1, while being

negligible for y2 and y3 at both the grid discretization levels. The order

of ranking based on Sobol’ indices and their magnitudes are consistently

predicted for y2 and y3. This is not the case for y1 where significant deviation

40



is present, especially with pronounced effects of interaction between t3 &

t4, and t3 & t5. This could possibly indicate lack of grid independence

and finer resolution may be needed. Overall it could be concluded that

scaling t3 while refining the grid appears to be more consistent with PIC

methodology, however convergence was not demonstrated for all cases in the

current analysis using this approach.

6. Conclusions and Future Work

Three distinct cases viz., settling bed, bubbling fluidized bed and CFB

were selected to understand the influence of MFiX-PIC model parameters

under different flow conditions. RBF based surrogate models constructed

with the simulation campaign results were determined to characterize the

relationship between the five model parameters and QoIs in each case.

The QoI in Case 1 was the location of filling shock which was mostly

sensitive to statistical weight, t3 and solids slip velocity factor, t5. The

effects of interaction among parameters (second-order effects) were negligible.

In Case 2, DP2, DP3 and DP4 were the QoIs of which the first two were

measured in dense regions while DP4 was measured in a combination of dense

and dilute regions.DP2 and DP3 were strongly influenced by void fraction at
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Figure 20: Effect of grid discretization on the order of ranking based on Sobol’ indices for
Case 1.
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Figure 21: Effect of grid discretization on the order of ranking based on Sobol’ indices for
Case 2.
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Figure 22: Effect of grid discretization on the order of ranking based on Sobol’ indices for
Case 3.
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maximum packing, t4, while DP4 was sensitive to t4, exponential factor (t2)

and pressure linear scale factor (t1) in the same order of ranking. In Case 3,

interface height (y1), pressure drop across the riser (y2) and pressure drop

across the standpipe (y3) were the QoIs. t3 is the most influential parameter

for y1 while interaction between t3 and t5 is quite pronounced compared

to their main effects. The most sensitive parameters for y2 were t4, t3 and

t5 following the same order of ranking, while t4 was the most influential

parameter for y3. Interaction effects appeared to be negligible for y2 and y3

in the range considered.

It was also observed that within a given domain, sensitivities of PIC

parameters could vary depending on the local flow conditions. As seen in

Cases 2 and 3, the influence of these variables changed between dense and

dilute regions. In addition, this study enabled a preliminary understanding of

parametric sensitivities to grid refinement. The order of importance ranking

based on Sobol’ indices was not preserved when the same sampling space

was used at different grid levels. Instead, statistical weight (t3) was scaled

based on grid volume to obtain better consistency in ranking. This approach

is more in line with the flow physics for the following reasons: (i) maximum

number of parcels in a cell becomes dependent only on t4 and (ii) volume
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of parcel is restricted to avoid spurious interpolation operations. However,

convergence was not demonstrated in all the cases considered and warrants

further validation and quantitative analyses.

This study marks the first step to provide the MFiX-PIC user community

with guidelines for selecting parameters backed by a rigorous statistics-based

approach. The results obtained highlight the sensitivity of model parameters

under different flow conditions as well as aid in designing simulation cam-

paigns aimed at calibration, which will be pursued in the future. From a

modeling standpoint, the study also highlighted the need for assessing per-

formance of PIC parameters to model transition between dense and dilute

regions which frequently occur in industrial applications.
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