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1 Introduction

In this report, we review our recent efforts in developing tools and techniques for contending with
the next generation of operational problems in power systems when plagued by risk, uncertainty,
nonlinearity, discreteness, and in some instances, the presence of equilibrium constraints.

The optimal power flow (OPF) problem is amongst the most fundamental decision-making problems
in power systems. There are many variations and generalizations of this problem including unit
commitment, reserve scheduling, economic dispatch, security-constrained, DC approximations, and
full AC power-flow formulations [1-5]. A key complication arising from the presence of uncertainty,
possibly arising from stochasticity in the availability and demand. One approach to address the
presence of uncertainty lies in developing robust optimization models [6-10] where uncertainty
sets are assumed and feasibility is ensured for every realization from such uncertainty sets. For
instance, a robust formulation for AC power flow problems was provided in [11]. Uncertainty in
power systems also can be dealt by adding chance constraints [5,12] which are approximated by
finite sampling of uncertain parameters from an assumed statistical model. Simulation based studies
on real time dispatch are also been conducted. For instance, in [13], a simulation based framework
is used in a power system with renewable resources. Our interest lies in adaptive two-stage models
for such problems possibly complicated by the presence of risk measures. Such avenues have been
considered in [14] and revisited in [15], where computable closed-form expressions were derived.
In [16], a model for risk-limiting dispatch with generation limitation and network constraint was
provided with networked variants were examined in [17].

Overlaying of discreteness emerges through the need to commit generation capacity prior to the
clearing of the real-time market. The unit commitment problem considers the determination of
the optimal production schedule of power generating units, so that in a certain amount of time the
operational cost may be minimized while meeting demand requirements and physical constraints.
Basically, binary variables represent the status of unit. An overview of unit commitment problem
in literature was provided in [18]. In [19,20], branch and bound schemes were used to solve the
unit commitment problem while the Lagrangian relaxation is also widely used in solving the unit
commitment problem [21-25].

We draw inspiration from the Grid Optimization (GO) Competition' where comprehensive for-
mulations for two-stage optimal power flow problem have been provided in Challenges 1 and 2. The
framework truly represents the next generation of such problems, capturing an alternating current
formulation, incorporating security constraints, pre-contingency and post-contingency operational
constraints, preventive and corrective actions, contingency modeling of generators and transmis-
sion (line/transformer), amongst others. While there has been a significant amount of activity
in resolving this class of problems as part of the competition, our focus is to make inroads into
developing algorithmic tools supported by rigorous convergence theory for addressing subclasses of
such problems. To this end, we consider the following complexities that have received less attention
from the community.

We emphasize that the key distinctions in the developments in Gates 2 and 3 are that
Gate 3 tends to emphasize applications to power systems operation and large-scale
testing. We also introduce further enhancements and extensions in Gate 3 (such as
through the introduction of risk and the addition of structured nonconvexity in the
form of equilibrium constraints).

"https://gocompetition.energy.gov/challenges/challenge-1/formulation,



Gate 2. (I) Uncertainty and nonlinearity. When contending with two-stage models for decision-
making in settings complicated by nonlinearity (under suitable convexity assumptions), cutting-
plane schemes appear to be the de-facto standard. Stochastic approximation schemes have to con-
tend with nonsmoothness in the recourse function, limiting the performance of the schemes in prac-
tical regimes. However, by combining Nesterov acceleration, smoothing, and variance-reduction,
we demonstrate that smoothed variance-reduced accelerated schemes display optimal rates and far
better performance. In Section 2, we present the smoothed accelerated variance-reduced schemes
and provide numerical evidence to support the theoretical claims.

Gate 3. (II)Risk-based extensions to economic dispatch. In Section 3, the schemes from (I) can
be extended to risk-afflicted regimes with a subtle modification to the nature of the subproblems.
The techniques in (I) are applied on an IEEE system as well as on ARPA-E systems.

Gate 2. (III) Uncertainty, nonlinearity, and discreteness. Significant inroads have been made
in developing cutting-plane schemes for mixed-integer generalizations of two-stage stochastic lin-
ear programming (with some generalizations). Our focus is on overlaying discreteness in both
stages when contending with problems of the form seen in (a). Notably, we consider the devel-
opment of stochastic branch-and-bound schemes where the continuous relaxations are two-stage
stochastic/risk-averse programs. This avenues allows for developing upper and lower bounds and
can accommodate the introduction of various types of cuts which improve performance. This frame-
work is developed in Section 4.

Gate 3. (IV) Complementarity constraints, uncertainty, and discreteness. Several aspects com-
plicate the resolution of the problems presented in the GO competition. One particular intricacy
that proves debilitating comes in the form of complementarity constraints as seen in
https://gocompetition.energy.gov/challenges/challenge-2/formulation. When overlaid
by discreteness, such problems can be viewed as mixed-integer stochastic mathematical programs
with complementarity constraints (mi-SMPCCs) have seen little or no research. In Section 5, we
propose a framework for computing efficient solutions for a relatively broad subclass of two-stage
stochastic MPCCs. This framework can then be combined with the branching framework presented
in (III) to resolve mixed-integer variants. Note that in this setting, we test our scheme on problems
with over 100,000 variables.

The remainder of this report is organized into five sections. Sections 2 — 5 correspond to (a) — (c) in
the discussion above while Sections 6— 7 discuss commercial development and concluding remarks.



2 Variance-reduced accelerated schemes for 2-stage risk-averse op-
timization

We consider the following stochastic nonsmooth convex optimization problem?

min F(z), where F(z) = f(x) + g(x), (1)
f(z) 2 E[f(z,6W))], £ : Q= R f:R"xR° = R, g is a closed, convex, and proper determin-
istic function with an efficient proximal evaluation, (£2,7,P) denotes the associated probability
space, and E[e] denotes the expectation with respect to the probability measure P. Throughout,
we refer to f(x,£(w)) by f(z,w), while F(z,w) 2 f(z,w) + g(z). We consider settings where
f (-,w) is nonsmooth strongly convex/convex in z for every w, generalizing the focus beyond
the structured nonsmooth setting where the “stochastic part” is smooth. Specifically, structured
nonsmooth problems require minimizing f(z) 4+ g(x) where f is smooth while g is nonsmooth with
an efficient prox evaluation (allows for capturing constrained problems over closed and convex sets).

Amongst the earliest avenues for resolving (1) is stochastic approximation [27,28] and has proven
to be effective on a breadth of stochastic computational problems including convex optimization
problems. [29] developed an averaging scheme in convex differentiable settings, deriving the op-
timal convergence rate of O(1/v/k) under classical assumptions, where k is the number of itera-
tions. Amongst the cleanest of early complexity requirements for the minimization of expectation-
valued p-strongly convex and convex functions over a closed and convex set X were given as

(max {Aj—;, lxo — x*Hz} %) (to ensure that E[||x —2*||?] < €) and O(MEL;X) (to ensure that the ex-

pected optimality gap is less than €), respectively where S(z,w) denotes a measurable selection from

Oy f(m,w), sup,c x E[[|S(x,w)||?] < M? and Dx = max |zo —z||. Of these, the former was presented
HAS

by [30] while the latter is the result of an optimal robust constant steplength SA scheme suggested

by [31]. When f is both L-smooth and p-strongly convex, an improved complexity requirement
*”2

(from a constant factor standpoint) of O Lllwo=a|® ”2> was provided by [32]. This contrasts

€ 3

sharply with the deterministic regime where O(log(1/¢)) and O(1/1/e€) steps are required in smooth
strongly convex and smooth convex regimes to compute an e-solution in terms of mean-squared
error and expected sub-optimality, respectively. In structured nonsmooth regimes, there has been
an effort to employ the stochastic generalization of an accelerated proximal gradient method to
minimize f + g when f is smooth. Reliant on a first-order oracle that produces a sampled gradi-
ent V, f (r,w) and given an xj, our proposed variable sample-size accelerated proximal gradient
scheme (VS-APM) (also see [33] and [34]) is stated as follows where the true gradient is replaced
by a sample average (Vg f(x) + W, n, ) with batch size Nj.

Ykt1 = Pog (@ — v (Vo f(zr) + Ok,N,))
Tyt = Y1 + Be(Yk+1 — Uk),

(2)

_ S (Vo F(anwjn) = Vaf (1) :
where @, £ Zi={ i D) P, 2 arg ming {53/lz — y[|* + 5;9(x)}, ., and By

k
are suitably defined steplengths. Our approach produces linearly convergent iterates in strongly
convex regime and achieves iteration complexity of O(1/k?) in merely convex and smooth regimes,
matching the deterministic results seen in the work by [35] and [36]. The avenue represented

2This section has been adapted from [26].



by (2) has two key distinctions: (i) Increasingly exact gradients through increasing batch-sizes Ny
of sampled gradients, allowing for progressive variance reduction; (ii) Larger (non-diminishing)
step-sizes in accordance with deterministic accelerated schemes. Collectively, (i) and (ii) allow for
recovering fast (i.e. deterministic) convergence rates (in an expected value sense) when Ny grows
sufficiently fast. Additionally, such schemes have a more muted reliance on the condition number
k = L/p (in p-strongly convex and L-smooth regimes); specifically, in accelerated schemes, such
dependence reduces to \/k in comparison with x in unaccelerated counterparts (cf. [37]).

2.1 Prior research.

(a) Stochastic gradient schemes. In nonsmooth convex stochastic optimization problems, [31] de-
rived an optimal rate of O(1/vk) via an optimal constant steplength (also see [38]) while in strongly
convex regimes, they derived a rate of O(1/k). Structured nonsmooth problems (or composite prob-
lems) as defined by (1)) have been examined extensively (cf. [39], [40]) and rates of O(L/k*+1/Vk)
and O(L/k 4 1/vVk) were developed by [41] via a mirror-descent framework for strongly convex
and convex problems with L-smooth objectives, respectively. In related work, [42] derive oracle
complexities with a deterministic oracle of fixed inexactness, which was extended to a stochastic
oracle by [43]. Randomized smoothing techniques have also been employed by [44] together with
recursive steplengths (see [45] for a review).

(b) Variance reduction. In strongly convex regimes (without acceleration), a linear rate of conver-
gence in expected error was first shown for variance-reduced gradient methods by [46] and revisited
by [34], while similar rates were provided for extragradient methods by [47]; the accelerated coun-
terpart (VS-APM) improves the dependence on k, improving the bound to O(y/L/ulog(1/e)).
In smooth regimes, an accelerated scheme was first presented by [33] where every iteration re-
quires two prox evaluations, admitting the optimal iteration complexity and oracle complexity of
O(1/+/€) and O(1/€?), respectively. [34] extended this scheme to allow for state-dependent noise.
An extragradient-based variable sample-size framework was suggested by [47] with a rate of O(1/k).
(c) Smoothing techniques for nonsmooth problems. For a subclass of deterministic nonsmooth prob-
lems, [48] proved that an e-solution is computable in O(1/¢€) gradient steps by applying an accel-
erated method to a smoothed problem (primal smoothing with fixed smoothing parameter). Sub-
sequently, [49] considered primal-dual smoothing in deterministic regimes (extended to composite
problems by [50]) with a diminishing smoothing parameter, leading to rates of O(1/k?) and O(1/k)
for strongly convex and convex deterministic problems, respectively (also see [51], [52]). Adaptive
smoothing, considered by [53], was shown to have an iteration complexity of O(1/e) while [54]

showed that smoothing-based minimization of E[f(z,w)] + E[g(x,w)] leads to rates O(1/k) and

O(1/vk) when §(-,w) is nonsmooth for a.e. w while f(-,w) is either strongly convex or merely
convex for a.e. w (extended by [55])3.

2.2 Gaps and contributions.

Unfortunately when f (+,w) is a nonsmooth strongly convex/convex function, stochastic subgradient
schemes, subsequently defined in (SSG), while a de-facto standard, generally display poor empirical
behavior, since they utilize diminishing steplengths and noisy gradients. We develop two distinct
avenues for combining smoothing with acceleration and variance-reduction in strongly convex and
convex regimes that ameliorate these concerns while achieving optimal rates.

3We would like to thank P. Dvurechensky for alerting us to [50] and [56].



(I) (mVS-APM) for strongly convex nonsmooth f. In Section 2, our smoothing framework
is reliant on a variable sample-size accelerated proximal method (VS-APM) which can contend
with smooth f while displaying linear convergence and optimal oracle complexity. In two distinct
settings, we propose applying (VS-APM) (or an unaccelerated variant) on the Moreau envelope of
F, denoted by F,(x), where F(x) is %—smooth and retains the minimizers of F'(z). (a) Compact
domains. Under the assumption that the domain of g is bounded and E[||S(z,w)||?] < M? for
all z € R" where S(z,w) is a measurable selection from f(z,w), i.e. S(z,w) € df(z,w), we show
that (mVS-APM) produces a linearly convergent sequence with an iteration complexity in inexact
gradient steps V,F; (x) of O(log(1/¢)), where increasingly exact gradients V., F),(x) are obtained
by employing an (prox-SSG) scheme. In particular, our variance-reduced scheme endeavors to
get increasingly exact gradients by progressively reducing the bias in the gradients (since we utilize
an increasing number of SSG steps); such a benefit does not appear in a naive implementation
of SSG. Moreover, the overall complexity in subgradient evaluations (and consequently sample or
oracle complexity) is O(1/¢), matching the optimal complexity in subgradient steps achieved by
(SSG) schemes. (b) Unbounded domains. When domains are possibly unbounded, assuming
that E[||S(z,w)||?] < M?||z||? + M?, where S(x,w) € 0r(x,w), the proposed (unaccelerated) vari-
able sample-size proximal method (mVS-PM) achieves an iteration complexity of O(log(1/¢)) (in
V. F;,) and overall complexity in subgradient steps of O(1/e).

(II) (sVS-APM) for convex nonsmooth f. In this setting, in Section 3, we develop an
iterative smoothing-based extension of (VS-APM), denoted by (sVS-APM). By reducing the
smoothing and steplength parameters at a suitable rate, E[F (yx) — F'(2*)] < O(1/K). Notably
(sVS-APM) produces asymptotically accurate solutions (unlike the scheme by [48] which produces
approximate solutions via a fixed smoothing parameter) and is characterized by the optimal oracle
complexity of O(1/e?). We may specialize these results to obtain an optimal rate of O(1/k?)
when f is convex and smooth and displays an optimal sample complexity of O(1/€%). When f is
deterministic but nonsmooth, (s-APM) matches the rate by [48] but produces asymptotically exact
solutions. Additionally, we prove that for suitable (but distinct) choices of steplength and smoothing
sequences, (sVS-APM) and (VS-APM) produce sequences that converge a.s. to a solution of
(1), a convergence statement that was unavailable thus far, matching deterministic results by [57]
and [58] which leverage Moreau smoothing; we provide a result for (a, §)-smoothable functions
(see [59]). Additionally, we prove a.s. convergence of iterates which does not follow immediately.
Notation: A vector z is assumed to be a column vector while ||z|| denotes the Euclidean vector
norm, i.e., ||z]| = VaTz. Pyg4(x) denotes the prox with respect to g with prox parameter ﬁ at x.
We abbreviate “almost surely” as a.s. and E[z] denotes the expectation of a random variable z.
We let X* denote the set of optimal solutions of (1).

Table 1: Comparison of schemes in nonsmooth (NS) and strongly convex regimes in terms of convergence
rate and complexity of iterations, proximal evals., and oracle evaluations (k = L/u), where p € (0,1).

SMOOTH CONV. RATE PROX. EVAL. COMMENTS
ITER. cOMmP. ORACLE COMP. O
VS-APM (2.1) 0(p") O(v/rlog(1/€)) o )
f is L-smooth O(v/r log(1/e€)) O(r/e) Optimal rate and complexity
Nonsmooth ICODV' Rate Oracle comp. Comments
ter. comp.
mVS-APM (2.3) . -
dom(g) is bounded; o( k) M1n1m}ze: I\/IorAeau env. Fp(z) via (VS-APM)
]E[HR(I )12 < M2 O(log’él/e)) O(1/e€) Non-diminishing outer steps;
’ = A . VzF, b -SSG ith i i act H
VR(z,w) € 8f (2, w) pprox xFn by (prox: ) wi increasing exactness;
mVS-PM (2.4) Ok Minimize Moreau env. F,(z) via (VS-PM)
E[||S(z, UJ)H2] < 1\/12”$”2 + M2 oa (pl) O(1/e€) Non-dminishing outer steps;
VS(z,w) € Bf(gc,w) (log(1/€)) Approx. Vg Fy(x) by (SSG) with increasing exactness;




2.3 Nonsmooth strongly convex problems

In this section, we develop rate and complexity analysis for nonsmooth strongly convex optimiza-
tion problems via techniques that combine smoothing, acceleration, and variance reduction. In
Section 5.2, we review a linearly convergent variance-reduced accelerated proximal scheme (VS-
APM) for smooth stochastic convex optimization; this scheme will serve as our subproblem solver.
In Section 5.2.1, we present a Moreau-smoothed variant of (VS-APM), referred to as (mVS-
APM), which relies on minimizing the Moreau envelope F;(x) of the strongly convex nonsmooth
function F(x) by (VS-APM). In Section 5.2.2, we then derive rate and complexity guarantees for
(mVS-APM) V_F,(x) is approximated with increasing accuracy by stochastic subgradient (SSG)
scheme. Finally, in Section 2.3.4, we derive analogous statements when applying an unaccelerated
variable sample-size proximal method (mVS-PM) under possibly non-compact domains and under
a (weaker) state-dependent bound on the subgradient.

2.3.1 Background on (VS-APM)
Consider (1) where f, g, and the initial point x; satisfy the following assumption.

Assumption 1. (i) f is a p-strongly convex function and g is a closed, convex, and proper deter-
ministic function. (ii) There exist C, D > 0 such that E[||zy —2*||?] < C and E[|F(z1) — F(z*)]|] <
D, where F(x) 2 f(z) + g(z) and 2* solves (1).

In a subset of regimes, we impose an L-smoothness assumption on f.

Assumption 2. Consider f is continuously differentiable function with Lipschitz continuous gra-
dient with constant L i.e. ||Vof(z) — Vaf(y)|| < L|lx —y|| for all z,y € R™.

We utilize a variable sample-size accelerated proximal scheme (VS-APM), as defined in Algo-
rithm 1, which can process such problems and differs from a standard accelerated proximal method
in that we employ an inexact gradient V f(xy) + @y, n, where the bound on the second moment of

N,
_ Zkio Vo f(zp.wk)
k

Wk, N}, £ V. f(xr) N is diminishing with k, a consequence of using variance reduction.

Algorithm 1 Variable sample-size accelerated proximal method (VS-APM)
(0) Given x1, y1 = x1, K, and positive sequences {Vg, Nx}; Set \1 € (1,\/k |; k:==1;
(1) k41 := Pog (@k — W (Vo f (21) + Or,N,)) 5

2 2\ 2
(2) Nt ;:;<1ﬁf+\/<1§5> +4A§> ;

Ae—1)(1=2
(3) Tht1 := Y1 + ( k(llil)ifcjﬂ)) (Yk+1 — Yk) 5

(4) If k > K, then stop; else k := k + 1; return to (1).

We outline the assumptions on the first and second moments of wy,.

Assumption 3. (i) (Conditional boundedness of second moments) There exists v > 0 such
that E[|Jwg|? | Hi] < K,—i holds a.s. for all k and Hy, = o{xo,x1,...,75_1}. (ii) (Conditional
unbiasedness of first moments) E[wy, | Hy] = 0 holds a.s., where wy, = V. f(zp) — fo(xk,wk).

(VS-APM) can be shown to achieve linear convergence akin to that by [37] by combining inexact
gradients where the inexactness is driven to zero by increasing the sample-size in estimating the



gradients. This avenue also allows for achieving the optimal oracle complexity to obtain an e-
solution. These differences lead to a slightly modified set of update rules in contrast with that
developed by [37] and requires that v, = 1/2L rather than 1/L. This scheme serves as a subproblem
solver in subsequent sections and we now state a lemma and the associated complexity statement of
(VS-APM). The proof is similar to that by [37] and is in the Appendix. Importantly, this scheme
allows for a possibly biased estimate of the gradient.

Lemma 1. Suppose Assumptions 1, 2 and 3(i) hold. Consider the iterates generated by (VS-

APM), where v, = ﬁ forall k > 0, k = %, and & = ﬁ Then the following holds for all
K.
) K— 1 . 2 (1— _)Z+1( +1>V2
]E[F(?/K)_F] (D+MC) g + +Z Ni—i—1 ’ (3)
=0

The following theorem characterizes the iteration and oracle complexity of (VS-APM).

Theorem 2 (Rate and oracle complexity of (VS-APM) under biased oracles). Suppose

Assumptions 1, 2, and 3(i) hold. Consider the iterates generated by (VS-APM), where v, = i,
A | —k A 1 A 1

N, = [p7F], 0= (1—m>,p— (1—m) forall k>0 and a > 2.

(i) For all K, we have that E[F(yg) — F*] < Cp%~=! where C' £ (D +£0?) + # 2,,2#\[ (4)

In addition,(VS-APM) needs O(y/klog(L)) steps to obtam an e-solution, i.e. E[F(yx+1)—F*] <e.
.. . 2 1/2
(ii) To compute an e-solution, S 1, Nj, < ((D + %) + a2 L 242 W)O (\f) .

€
We know of no other result for variance-reduced accelerated proximal schemes in strongly convex (or
even convex) smooth regimes that allows for biased oracles. For instance, [60] impose unbiasedness
in strongly convex regimes. Next, we show that by adding the unbiasedness requirement, i.e.
E[wy | Hi] = 0 a.s. for all k, improves the constants in these bounds.

Corollary 3 (Rate and oracle complexity of (VS-APM) under unbiased oracles). Suppose
Assumptions 1, 2, and 3(i,ii) hold. Consider the iterates generated by (VS-APM), where v, = 57,

Ny 2 |p7F], Hé(l—7> (1——>f0rallk>0anda>2

(i) For all K, we have that E[F(yx) — F*] < Cp™ ™' where C £ (D + 4C?) + 4%2. (5)

In addition, (VS-APM) needs O(y/klog(1/€)) steps to obtain an e-solution.
(i) To compute an e-solution, Zszl N < ((D + %CQ) + %) @) (@) .
The application of (VS-APM) is afflicted by the need for the L-smoothness of f as well as the
availability of L, the Lipschitz constant. Naturally, in many settings, the problem may not be
smooth and even if L-smoothness holds, an estimate of L may be unavailable. Consequently to
broaden the reach of the scheme, an approach that obviates the need for L or the imposition
of the smoothness assumption is necessitated. This prompts the subsequent smoothed scheme
(mVS-APM), which can always be implemented if p, strong convexity modulus, is known. Later,
in Section 2.4, we introduce iteratively smoothed VS-APM (sVS-APM) method which does not
require the knowledge of Lipschitz constant L and the strong convexity modulus pu.

10



2.3.2 A Moreau-smoothed inexact accelerated framework (mVS-APM)

When f (-,w) is a nonsmooth strongly convex function for almost every w, then the standard ap-
proach lies in utilizing stochastic subgradient schemes (SSG) where convergence relies on choosing
square-summable but non-summable steplength sequences. The choice of the parameters in such
sequences can have debilitating impact on performance in some settings (cf. [30]). Specifically, while
choosing v as ;le minimizes the mean-squared error but over-estimating ; can have catastophic im-
pact as seen in [30, Sec 5.9, Ex. 5.36]. More generally, such choices are often characterized by poor
asymptotic behavior, a consequence that arises in part from the diminishing nature of steplength
sequences and the noisy subgradients. We consider a distinct avenue reliant on minimizing the
Moreau envelope of a closed, convex, and proper function F' (cf. [61]), denoted by F; (x) and defined
next.

Fy(o) 2 min {70+ - o2} (©)

Notably, this smoothing retains the minimizer of F'(xz) when F' is strongly convex.

Lemma 4. [62, Lemma 2.19] Consider a convex, closed, and proper function F and its Moreau
envelope Fy)(x). Then the following hold: (i) x* is a minimizer of F over R™ if and only if x* is a
minimizer of Fy(x); (i) F is p-strongly convexr on R™ if and only if F,, is fi-strongly convex on R"
where i & ﬁ O
Consequently, we minimize the fi-strongly convex and X-smooth function F,)(x), which is not neces-
sarily an easy task since computing V, F},(x) necessitates solving nonsmooth stochastic optimization
problems. We adopt an inexact accelerated proximal scheme for minimizing F; (x). But in contrast
with (SSG) schemes applied to minimizing F(z), we control the smoothness of the outer problem
by choosing 7 and utilize (i) larger non-diminishing steplengths, (ii) acceleration, and (iii)
increasingly exact gradients, all of which are distinct from (SSG), as shown next.

Y. —0, wy is noisy subgradient. Non-diminishing v + increasingly exact gradients 4+ Acceleration
Tht1 1= T — YUk Yrt+1 = Tk — YV Iy (2x) + Wk, N,)
- (SSG) K "7 (mVS-APM)
uy, € OF (zy, wy).- Tr41 = Yk+1 + Bre(Yrr1 — Yk)-

Importantly, V. F; () +wk, N, represents an approxzimation of the gradient of the Moreau envelope.
The true gradient of the Moreau envelope F),(x) is defined as V,F,(x) = %(x — prox, (7)), where

. 1
prox, p () éargml}n{F(u)—FZon—uHQ} . (7)

But prox, p(r) cannot be computed in finite time since F' is a nonsmooth expectation-valued convex
function. Instead, via stochastic approximation, we compute an approximate solution of prox,, r(z),
denoted by prox,p(z), implying the inexact gradient of F;(z) is given by %(m — prox,p(r)). In
Algorithm 1, the inexact gradient V,F,(zy) + wy n, is defined as

AN
=Wk, Ny,

Vo Fy(wr) + B, = (e — proxyp(ar)) + 5 (prox, p(z) — prox,pe(zs)) (8)

We now proceed to develop (mVS-APM) for compact domains in Section 5.2.2 and then weaken
compactness requirements in Section 2.3.4 for an unaccelerated variant.
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2.3.3 Linear convergence of (mVS-APM): compact domains

When F(z) = E[f(z,w)] + g(z), prox, s (z), defined as (7), is generally unavailable in closed-form
and requires solving a strongly convex nonsmooth stochastic optimization problem exactly. Instead,
one may solve (6) inexactly using (prox-SSG), a slightly extended variant of (SSG) scheme [30].
In particular, we propose (mVS-APM) with the following update rules for £ > 1,

Tk —
Yk+1 = Tk — ;(xk - pI"OXnF(l'k)), (9a)

Tt = Yht1 + Bre(Uk+1 — Uk), (9b)

where prox, p(zy) is obtained by taking finite number of steps of (prox-SSG) with single sampling
having the following update rule for j =0,..., Ny — 1,

gt = Pryig(zeg — Jug),  uj € 0f (25, wj)- (prox-SSG)
Next, we state our assumptions and present the main result of this section. The constant in the
rate and complexity bounds is dependent on &; unlike, the condition number x in smooth regimes,
R is user-specified and can be relatively small. For instance, & = 2 when n = 1/u. We employ a

measurable selection from J f (xz,w) as a stochastic subgradient in (SSG) and impose the following
assumption.

Assumption 4. For any x € R”, consider a measurable selection R(z,w) € 0f(z,w). (Unbiased-
ness). We have that E[R(z,w)] = R(z) € df(x). (Subgradient boundedness). There exists M > 0
such that for any x, E[|R(z,w)|?] < M?. (Compact domain). The function g has a compact
domain, i.e., there exists A > 0 such that ||z|| < A for any x € dom(g).

Theorem 5 (Rate and oracle complexity of (mVS-APM)). Suppose Assumptions 1 and
4 hold. Consider the iterates generated by (VS-APM) applied on F,(x) defined as (6) where

= (1— z\l/é)’ = (1— QG%), k= %, a>2, and v, =n/2, N, = |p~%| for all k > 0. Then

the following hold for @ £ max {nzMQ, 4A2}.
(i) (Rate). For all K > 1, we have that

El|lyx — 2*||?] < Cp™~" where C £ 2Dni + C? + 87%2Qa. (10)

(ii) (Outer iteration complexity). The iteration complezity of (mVS-APM) in gradient steps
(of Vufy(z1)) to obtain an e-solution is O(v&log(C /).
(iii) (Oracle complexity). To compute yx 1 such that E[||yx — 2*||?] < €, the complezity of SSG

steps is bounded as follows: S 1, Nj, < 2(‘1 fc O(1/e).

-strongly convex with L-Lipschitz continuous gradients.

Proof. Proof. (i) Recall that F), is /m+1
At iteration k of Algorithm 1, (prox-SSG) with single sampling can be used to inexactly solve

min {E[f(u,w)] + g(u) + ﬁ”u — kaQ} In particular, let {zk]}jvz’“l be the sequence generated by
u

(prox-SSG) starting from z;o = x and let z; denote the unique optimal solution of the sub-

problem. Therefore, at step (1) of Algorithm 1, wy n, = %(ZZ — 2k.N,,) and by the convergence

rate of (prox-SSG) [30], E[||wg v, [|?] < %’\}k, where Q; = max {n?M?, ||z — 21 ||*} < Q, since
|2k,0 — 25 ||> < 4A%. The results in Lemma 1 hold when F(z) is replaced by F;,(x), by letting L = -

n+1’ V2 by & o2, and setting & = 1/(2VR), where & = “Z:l.

replacing p by

k-1 Bl iz e B2 eyt (2n4d)o
ElFy(yre) = Byl = <D+ 2(wv+1)c2> (1 a 6‘) * Z M +> n?NIE_?:M) '

=0 =0

(11)
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From Lemma 4, x* is minimizer of function F' if and only if 2* is a minimizer of function F},. Since
F, is —t-strongly convex, mlly;( —2*||? < F,(yk) — Fy(z*), implying (11) can be written as

K-1 i 1 K-2 i+l 1
pEllyrc—a1?] 2 K1 (1-a)* (2n+5)Q (1-a)"* (29+4)Q
oy = (D+ i )( a7t E 0: — Z; e (12)

From (11), by definition of § and recalling the increasing nature of { Ny }, we may claim the following;:

( )C2)0K1+z(:)9]77(NK31+29J+177NK])1
J

61(14) (204+1)
coper ot

zm+

VE |y —a* ]
TaGarn - = (D

=(D+ 2(mz+1)

2\nK—1
(D + g CHO 1+ Y e (13)

If Ng_j1 = [p~E 771, by using Lemma ??, we have the following:

K-1 K- 1N g K—1 . 1
209 (20+1/p)Q 2, <2W+*>QP 0\* Cn+)Qp \ g4
Rl (K=1-D)] anww— b2 5) <\ e ) ()

i=0 i=0 i=0

1
1-——=
By substituting (14) in (13) and using p%e = — 2“‘/15 = (2“‘f U < 24V/F, (13) becomes

VR 2aVR
Eflysc — ") < 2550 (D + gtz ©?) 07+ () 2 (20 + ) QavRp"
< ((Dz(m;ﬂ)) o2y <8<1+W> Qa) f) K-1
= Cp"~1, where C 2 2Dnf + C? + 8%%/2Qa. (15)
(ii) We may derive the number of gradient steps K (of V,f,) to obtain an e-solution:
aV i og(C)—log(e og(C)—log(e = ~
= (1— liﬂ - (25\/{1) = - gl(og)(l/lpf() < g((l)—;)g( ' = (20V/R)log(C/e) < K
2aVR

(111) To compute a vector yg satisfying E[||lyx — z “|2] < ¢, we have Cp < ¢ 1mply1ng that
= [log 1//))(0/6)1 <1+ log(l/p (C/e). To obtain the oracle complexity, we require Zk 1 N

gradlents. If N = [p7F] < , we obtain the following since (1 — p) = (1/(2aV&)).
K (1)2+K l>3+logl/p(C/e) R f
P c _ 2aV&C
Z'O ( ) < (lq) < P2(1=ple = pPe (16)
k=1 p P

Note that p=1— ﬁ’ implying that

,0 _ 1_2/(2a\/>)+1/(4a H) 4a%k—4aVR+1 > 40,4/; ;ltm — (GZ;G)

4a’k

log(1/,)(C/e)+1
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Figure 1: Schematic of 5(77) when D =10, M = 10,C = 100,a = 2.1,A =1 for x € {0.001,---,0.005}

Remark 1. In Theorem 5, choosingn = 1/ leads to E[||yx —x*||?] < (% +C?% + 12\/5@@) pR—1

< 27,2 \|m %2
max{ M /,U«€7||-'El al. }), matching the result by [30].

and an oracle complezity of O (

Minimizing the convergence bound in (15) in 71 is possible via a less obvious coercivity and strict
convexity claim for the nonsmooth function C'(n) (See Appendix for proof).

Lemma 6. Consider C(n) defined as C(n) 2 2Dn#(n)+C2+85(n)*2Q(n)a, where Q £ max{n>M?2, 4A2}.
Then the following hold.

(i) C(n) is a coercive function on {n|n > 0}.

(ii) C(n) is a strictly conver function on {n|n > 0}.

(iii) The minimizer of C(n) on {n|n > 0} is unique. O

Remark 2. Lemma 6 allows for claiming that 6’(77) has a unique minimizer n*; in fact, such
a minimizer can be computed by a standard semismooth Newton method [63]. Fig. 1 provides a
schematic of 6(7]) for different values of p while n* is computed by semismooth Newton method.
We note that when p is larger, n*(u) tends to be smaller. In such cases, obtaining an optimal n* is
particularly useful. However, when p < 1, we observe that n*(u) > 1; consequently, this leads to
rescaling of the step i to %’C, resulting in poorer behavior. Therefore, if p < 1, we employ n =1

and this has far better empirical behavior as seen in the numerics.

2.3.4 Linear convergence of (mVS-PM): non-compact domains

In this subsection, we derive rate and complexity guarantees when (VS-PM), an unaccelerated
variant of (VS-APM), is applied on a Moreau-smoothed problem under possibly non-compact
domains and under a (weaker) state-dependent bound on the subgradient (Assumption 5). When
the subgradient of g is characterized by a state-dependent bound, the bound on the cumulative
error in the accelerated method builds up due to a recursive relation. Hence, in this section, we
consider a more general case, i.e. subgradient of g has a state-dependent bound and by employing
an unaccelerated method, we derive a similar oracle complexity as in section 5.2.2. To obtain rate
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results, we apply (VS-PM) with the following update rule:
Tkl i = T — ’y(Van(a:k) + 'U_}k,Nk); (VS-PM)

where V,F,(x) + wy n, can be obtained by solving m]iRn [E[F(u,w)] + %Hu — kaQ] inexactly
u€R™

taking N (stochastic) subgradient steps. Consider the sequence of iterates {xy} generated by
applying an inexact gradient scheme on the following strongly convex smooth optimization problem.

in F hFé'[E~ L—Q].
min Fy(z), where Fy(z) = min |E[f(u,w)] + g(u) + g, [l — ull

In effect, given an zp € R", the inexact gradient scheme generates a sequence {xj} such that
Tyt = — ¥ (Vo Fy(xr) + wy) (IG)
Given an zp, we denote the update with the exact gradient by Zj,1, which is defined as follows.
Ty = o — YV Fy(2).

Recall that V. F; (xy) is defined as V. Fy(x) = %(:ck — z}) where 2} is the unique minimizer of the
following problem, i.e.

* A : 1 2
5 & agmin [Ble(u,w)] + o — ul?]. (17)
In other words, z; is defined as

z = prox, p(z) while z* = prox, p(z").

Since prox, p(z)) is unavailable in closed form, we may compute increasingly exact analogs; given
21,0 = Tk, we construct the sequence {zk’j}jy:kl based on (SSG).

g1 = 2y — 053G (2 W), J 2 0, where G(zkj,wkj) € Or (21, whg) + 5 (21 — 2x). (SSG)

Consequently, at major iteration k, the inexact gradient of F; (x) is given by %(:ck — 2N, ) implying
that wy is defined as %(zz — 2N, ). Consequently, we have that

Thr1 = ok — V(5 @k — 28,)) = (1= Dag + Lz n, -

We proceed to derive a bound on the conditional second moment of G (2, ;, wk, ;)= S(zk,j, Wk j) + %(zk,j — )
where (2 j,wk,;) € Or(2k,j, Wh,j) M: £ 2]\_424-7;%, WEES 7;%, and M2 £ 2M?. This requires defin-
ing the history upto iteration j at outer iteration k by Fy ; as follows.

Fo=A{xo}, Foj = FoU{S(20,0,w0,0), - ,5(20,j—1, Wk j-1)}, j=1--,Ny (18)
Fi = Fre—i,N, Haw}, Frj = Fr U{S (20, wWro), - » S (2 j—1,Whj—1)}, 5 =1,--- Ny, k> 1.
(19)

We now outline an assumption on the bound on the stochastic subgradient that scales with the
size of x allowing for non-compact domains.
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Assumption 5. Let {z1} be a sequence generated by (VS-PM) where ¥V F,(xy) + Wy N, is com-
puted by taking Ny steps of (SSG) leading to a set of iterates {z1, -+ ,2k.N,}. Let Fij defined
as (19) fork > 1 and j = 1,--- ,Ny. For any zy;, let S(zy j,wy ;) denote a measurable selection
S(zkj,w,;) € OF (24,5, wr,;). Then the following hold.

(a) (Unbiasedness). We have that E[S(zy j,wk, ;) | Fk,;] = S(zk,;) € OF (2k,5) almost surely.

(b) (Subgradient boundedness). There exists M, M > 0 such that for any x, E[||S(zx;,wk;)|* |
Frj) < M?||zg ;||* + M? almost surely.

Consequently, we have that

I1G (2 gy wiog )P < 2018 (2o wr ) I + 5l — 2all® < 2018 (2 gy )1 + 5w ? + oz ol

Assump. 5 _
= E[llG(zngwi)|” | Frgl < M2+ )llzwgll® +2M2 + 5 llaw?
=t M7 |21 + M3 ||x]|* + M3, (20)
Based on Assumption 5 and inspired by a proof technique from [64] amongst others, we derive a

rate statement for (SSG) (See Appendix for proof).

Proposition 1. Consider (17) where F(-,w) is a p-strongly convex function and S(z,w) € 0p(z,w)

for any z. Suppose Assumption 5 holds and G* 2 4+4M}E+2M3 and b* 2 (4MZ +2M3)[||2*))?] +

_ 2
M3. Given xy, consider a sequence generated by (SSG) where fi = p + %, J = (2%1 — 1], and

. 1 i . T
o B mm{(jﬂ)log(jﬂ)’M%}’ J<J
J 1 S j
G+ log(G+1)" J=
Then the following holds for j > J.
N a2l —* 12452
E[lzy — 24| | Fi < o, (21)

J

We now show the convergence of (mVS-PM) when V,F,(z) is approximated via (SSG) (See
Appendix for proof).

Theorem 7 ((mVS-PM) under state-dependent bound on subgradients). Suppose As-
sumptions 1 and 5 hold. Consider the iterates generated by (VS-PM) applied on F,(z), where
N _ 22 7

EE21+ #, v =, andQNk 2 |Nop™*| for all k > 0, Ny > max{u%%,J}, g&1- %,
po= 1+ %, and J £ (2%1 —1]. Then the following hold.

(i) (Rate). For all k > 1, we have that the following holds.

L N 1
p#po, p=max{p,po}, D= —r

E[||lzr — z*||*] < Cp* where C £ (E[on — x| + %) , R Y max{p,po}
p=po. PEp0,1),D> prlme
(ii) (Iteration complexity). The iteration complezrity of (mVS-PM) in gradient steps (of
Ve Fy,(xy)) to obtain an e-solution is O(klog(C/e)).
(iii) (Oracle complexity in (SSG) steps). To compute xf such that E[||lzx — 2*||?] < e, the
complexity in subgradient steps is bounded as Zszl N, <O (f% (%)logl/ﬁ(l/p)> forp € [po,1), p < po

and Zle N, <O (& (%)) for p > po.

Remark 3. We observe that when p > pg, we achieve the optimal oracle complexity in subgradient
steps akin to the statement in the regime of bounded subgradients. Notably, K can be controlled
since n s any nonnegative scalar. For instance, if n = i, K =2.

16



2.4 TIteratively Smoothed VS-APM for Nonsmooth Convex Problems

Thus far, we have considered settings where f is a strongly convex function. However, there are
many instances when the function f is neither smooth nor strongly convex. In such settings, if
the function f is subdifferentiable, then subgradient methods provide an avenue for resolving such
problems in stochastic regimes but display a significantly poorer rate of convergence. [48] showed
that for a subclass of problems, an accelerated gradient scheme may be applied to a suitably
smoothed problem where the smoothing leads to a differentiable problem with Lipschitz continuous
gradients (with known Lipschitz constants). If the smoothing parameter is chosen suitably, the
convergence rate to an approximate solution can be improved to O(1/k) from O(1/vVk). However,
since the smoothing parameter is maintained as fixed, Nesterov’s approach can provide approximate
solutions at best but not asymptotically exact solutions. Subsequently, [49] considered a primal-
dual smoothing technique where the smoothing parameter is reduced at every step while extensions
and generalizations have been considered more recently by [50] and [56]. In this section, we develop
an iteratively smoothed variable sample-size accelerated proximal gradient scheme that can contend
with expectation-valued objectives and is asymptotically convergent. This can be viewed as a
variant of the primal smoothing scheme introduced by [48] where the smoothing parameter is
reduced after every step; this scheme is shown to admit a rate of O(1/k), matching the finding by
[48]; however, our scheme is blessed with asymptotic guarantees rather than providing approximate
solutions. In Section 2.4.1, we derive rate and complexity statements in Section 2.4.2 for the
iteratively smoothed VS-APM (or sVS-APM), recovering the optimal rate of O(1/k?) with the
optimal oracle complexity of O(1/¢?) under smoothness. Finally, in Section 2.4.3, under suitable
choices of smoothing sequences, (sVS-APM) produces sequences that converge a.s. to an optimal
solution.

2.4.1 Smoothing techniques

In this section, we consider minimizing F(z) £ E[.(z,w)], where f(z,w) = f(z,w) + g(z) such
that f and g are convex and may be nonsmooth while g has an efficient prox evaluation (or
“proximable”) but f is not proximable. Note that this setting is more general than structured
nonsmooth problems, where the function f is considered to be convex and smooth. In contrast to
the previous section, we assume that V, fnk (zg,wy) is generated from the stochastic oracle, where
Nk is a smoothing parameter at iteration k such that its sequence is diminishing. [65] define an
(c, B)-smoothable function as follows.

Definition 1 ((«, 5)-smoothable [59]). A convex function h : R™ — R is referred to as («, 3)-
smoothable if there exists a convex differentiable function hy, : R™ — R that satisfies the following:
(1) hy(xz) < h(z) < hy(x) +nB for all x; and (i) hy(z) is a/n smooth.

There are a host of smoothing functions based on the nature of h. For instance, when h(x) =
|z||2, then hy,(z) = \/||z||3 +n* — 7, implying that h is (1,1)-smoothable function. If h(z) =
max (1, 2, ..., 2,), then h is (1,log(n))-smoothable and hy,(z) = nlog(> 1, e*/7) — nlog(n).
(see [65] for more examples). Recall that when h is a proper, closed, and convex function, the
Moreau envelope is defined as h,(z) = min, {h(u) + ﬁ”u — a:||2} . In fact, h is (1, B?)-smoothable
when h,, is given by the Moreau envelope (see [65]) and B denotes a uniform bound on |[s| in «
where s € Oh(x). There are a range of other smoothing techniques including Nesterov smooth-
ing (see [48]) and inf-conv smoothing (see [59]); our approach is agnostic to the choice of smoothing.
In particular, if f(-,w) is a proper, closed, and convex function in a for every w, then f(-,w) is
(1, B?)-smoothable for every w where f,(-,w) is a suitable smoothing. In fact, if f(-,w) satisfies the
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following smoothability assumption, then smoothability of f follows, as shown by Lemma 8. It is
worth emphasizing that the smoothing of f, denoted by f, is defined as

o) £ Efy(z,w)], (22)

where f,(-,w) is a smoothing of f(-,w).

Assumption 6. Consider fi(~,w) is an (a(w), B(w))-smoothable function for every w € ) where
Ela(w)] < & and E[f(w)] < B. For any w € Q, there exists a convex differentiable function fy(-,w)
with uniform parameter n > 0 such that

Fola,w) < f(z,0) < fy(z,w) +nBw), for all x
and |V fo(2,0) = Va fy (g, 0)|| < 2 — |, for all x.y.

Based on the following Lemma, we observe that f is (&, 3)-smoothable if f(-,w) satisfies suitable
smoothability requirements for almost every w € ).

Lemma 8. Siuppose f(',w) satisfies Assumption 6 for every w € Q). Then there exist d,B > 0 such

that f is (&, B)-smoothable where f(x) £ E[f(z,w)].

We proceed to develop a smoothed variant of (VS-APM), referred to as (sVS-APM), in which
Vo foe (Tk,wy) is generated from the stochastic oracle and 7, is driven to zero at a sufficient rate
(See Algorithm 2).

Algorithm 2 Iteratively smoothed VS-APM (sVS-APM)
(0) Given budget M, x1 € X, y1 = 1 and positive sequences {yx, Ni}; Set Ao =0, \y = 1; k:= 1.
(1) Ye1 = Poy g (2 — Ve(Vafy, (Tk) + Wk N, )5
14++4/1+402
(2) M1 = Yk

Ae—1
(3) Th1 = Yr+1 + (>\IZ+1) (Ykt1 — Yn);

(4) If Z§:1 N; > M, then stop; else k :=k + 1; return to (1).

2.4.2 Rate and Complexity analysis

In this subsection, we develop rate and oracle complexity statements for Algorithm 2 when f is
(1, B?) smoothable and then specialize these results to both the deterministic nonsmooth and the
stochastic smooth regimes. We begin with a modified assumption.

Assumption 7. (i) The function g is lower semicontinuous and convexr with effective domain de-
noted by dom(g); (i) f is proper, closed, conver, and (1, B?)-smoothable on an open set containing
dom(g); (i1i) There exists C > 0 such that E[||z1 — z*||] < C for all x* € X*.

Note that Assumption 6 represents a set of sufficiency conditions for f to be smoothable; here, we
directly assume that f is smoothable to ease the exposition.

Lemma 9. Suppose Assumption 7 holds. Consider the iterates generated by (sVS-APM) on
F(x). Suppose Assumption 8 holds for f,, (x). If {yk} is a decreasing sequence and v, < n1/2,
then the following holds for all K > 2:

K—1 2

2 v 202
E(F —Fp (@< Y R —
[ Mk (yk) Wk( )] < ve-1(K — 1)2 £ Yk Ni ' yk_1(K — 1)2
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Proof. Proof. By the update rule in Algorithm 2, we have

: 1 _
Y1 = argmin g(x) + ol — axl* + (Vo fy, () + @) 2. (23)

2%k
From the optimality condition for (23), 0 € 9g(yk+1)+ ,yik(yk-+1 — )+ Va fr, (x) +wy. By convexity
of g(x), we have that g(x) > g(yx) +sT (x—yry1) for all s € Ag(yx). Hence, we obtain the following.

1
9(x) + (VL (xx) + @1) @ > glyk1) + (Vo Lo () + @) Typsa — %(96' — Yri1)” (ka1 — 21)-
We may then obtain that
1
9(@) + (Vafu (xx) + o) 2 + EW — x|

_ 1 1
> 9(yks1) + (VoS (@) +06) " Ys1 + RHM — Y |I* + me — Y |*- (24)

By invoking the convexity of f;, and by using the Lipschitz continuity of V. f,, , we obtain

P (%) = fo(wn) + Va Ly, (x0)" (x = ap)

1
> o Wkt1) + Vi foo (@6) (2 = yrg1) — %ka — Y|

_ 1 _
= for Wr1) + (VoS () + @) (T — yps1) — %ka — g1 |]* — 0 (& — yrs1),  (25)

where the last equality follows from adding and subtracting wy. By adding (24) and (25), we obtain

1 1 1 1 1
Ey (Ypy1) — oy (x §$—$k2—$—yk12+<—> z — Y || — 0F (Ypy1 — @
) = F (@) € ol =il = ol =gl 5 (o= ) e~ e = o (e — )

1 1 1 _
~ (o = ) =l + o= )02 = ) = af s — ), (29
N Yk Yk

where the last inequality follows by choosing Q = I, v1 = g, vo = z, and vs = y;. By setting
x =y, in (26), we have

1 1 1
Focosn) = Fuuon) < (5 = =) ok = s |2+ — (o = )" (o — )
Nk Yk Yk
— @, (1 — ) (27)

Similarly, by letting x = *, we can obtain

1 1 1
o (Yry1) — By (27) < (T - *) ek — yesr|* + —(zk — yogr) (2 — 2¥)
Tk Yk Yk
— @}, (Yrs1 — ). (28)
We may then claim that
L reer — o) (g — 8) = — (i — 26l + Ners — 2l — lgmss — will?) -
Vi 27k

Consequently, (27) can further bounded as follows:
1 1

1 _
Ey (Y1) — Fyy (yg) < (T - *) |2k = yrar > + —(zk — yrar) " (@ — Uk) — D n, (k1 — Yk)
M Yk Yk
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1 1 1 _
= (5 ) o = el g Ol = 9l s = 2l = s = wall?) = o, (o — )

20k Wk
1 1 9 1 ) ) o
“\2n. 24, B o - - - - — ). 29
<277k 2,.)%)”1% yk+1” + 27k (ka ka ”ykJrl ka ) wk,Nk<yk+1 yk) ( )

Similarly, we have that

Fo (Yry1) — By (27) < <% - m) |2k — yrra|]® + G (lze — 21> = lyrs1 — 2*[|?)
— @}, (Yrr1 — %), (30)

By multiplying (29) by (Ax — 1) and adding to (30), where & = F,, (yx) — Fy, (z*), we have

1 1

N = (= D6k < (5 = 5 Al — il (31)

1 1
+— k= 1) (e = wll® = lwerr — well?) + 5= ok — 2% = llypra — 27| 32
2%( ) (1 17 = llyk+1 1%) o (I 17 = llyk+1 %) (32)

+ @ n (M = Dy + 25 = A1) - (33)
Again by using Lemma ??, we may express the terms in (32) as follows:

5O = 1) (k= 1 = s = wl®) + 5 (i = 2711 = e =)
N 2’1)% llze = ill® = Mellyern = well® = lee = vl + lyern = well® + llae — 21 = llysa — 2*)1%)
- L (= Mellyes1 — zll® + 20 Wrsr — 2)™ (s — @) + s — zell® = 2w — z) ™ (e — )
29
~yrr1 — 2ll® + 2Wkr1 — @) (2 — @)
1

In addition,
W (O = Dy +2° = M) = O v, (A = Dye + 25 = Apzr) + 0F n, (Qer — Aktrsn) -

From the update rule, A2 | = A\, (A\r, — 1) = A2 — \;. Now by multiplying (31) by Az, we obtain the
following, where u; = (A — 1)yr — A\pxp + 2™

1 1
e L (34
1 *
+ oo (=1 Mewr1 — Mezill® + 241 — Aezr) T (Ae — Dyg + 2 — M)
1 1
— N0y (2 = Yry1) — Mewipue = A ( 5— = 5— ) llyers — 2ell® = Mg w, (21 — ykg)
’ 2n 2 ’
1
t o (IMeze — Ak = Dye — 212 = M — e = Dy — 27[1?) — Mewf ug
e M 2 2yl
< 5wk N 1P+ 5 (lunll® = Nk I?) = Arwy ug,
3 T ol
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where in the last inequality we used the update rule of algorithm, zx11 = yr+1 + /;’Z :11 (Ykse1 — Yk),
to obtain the following:

U1 = (Akt1 — DYrs1 — Mer1Zpp1+2" = (M — Dyp — A1 +2™.

By multiplying both sides by v; and assuming v < v;_1, we obtain

Yk /\2 _ 1
VARO+1 — Yoo AR_10k < 5 [k, v |1 +»§'(HukH2-— lups1]?) — vedewiug.  (35)
Tk Nk

1 1

. /]’] .
By assuming v, < 5, we obtain T2 27 , implying that

1
VeAROk+1 — Vi1 N—10k < VAR kv |7 + 5 (lwll® = s |1?) — vedew] . (36)

Summing (36) from k =1 to K — 1, we have the following:

K-1 K-1

1
Vi1 _10K < > VMo + §HU1H2 = WeAkwi ug
k=1 k=1
1 K—-1 1 1 K-1
= ok < ——5— > _ il on P + [ur ]| = ——5— > mArwi ug.
VK121 ; * VK-1N% 1 K1\ ;

Taking expectations, we note that the last term on the right is zero (under a zero bias assumption),
leading to the following:

K-1 2 K-1 )

1 1 2 v
Eog] < ———— S 222 4+ = Eu? € ——— S 22
207
+ —,
Yr-1(K —1)

where in the last inequality we used the fact that ||y —2*|| < C for all y € dom(g) and £ <\, <k
which may be shown inductively. O O

We are now ready to prove our main rate result and oracle complexity bound for (sVS-APM).

Theorem 10 (Rate Statement and Oracle Complexity Bound for (sVS-APM)). Sup-
pose Assumption 7 holds. Consider the iterates generated by (sVS-APM) on F(x). Suppose
Assumption 3 holds for f,, . Suppose {\} is specified in (sVS-APM), n, = 1/k, v = 1/2k, and
Ny = k).

(i) The following holds for any K > 1:

(2” “+4C2+B2)
ElF(yk+1) — F(a")] < ——— &% a=1+46,0 € [0, 6]
v2(1+log(K))+4C?+ B2 =1
14 ; a=

(i) Let € < C/2 and K is such that E[F (yx 1) — F(2*)] < e. Then the following holds.

Fue(ofe) octsscn
k=1

O (5log*(1/e)). a=1
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Proof. Proof. (i) If Ny, = |k%] > 3k® and v, = 1/(2k) is utilized in Lemma 9, we obtain the
following

K
202 1 402
Elogi1] < =Y — + — 37
KH_K;’“ (37)

(a) a =1+ 9 where 6 € [0r,dy]. Consequently, we may derive the next bound.

_ 1—a
1 K <1—|—5U.
a—1 — ¢

K K
k“:1+2k“§1+/ E %k =1+
1 k=2 1

M=

T

By invoking (1, B?)-smoothability of f and nx = 1/K, we have that F,, (yx+1) < F(yx+1) and
—F,, (z*) < —F(2*) + nB2. Hence, the required bound follows from (37)

2 2 2 ~ 2
2va AC°+B <C where C' £ 2vta

— L +4C?* + B2
@)K~ K "k a-1) 1T

ElF(yr+1) — F(a")] <

(b) @ = 1. Recall that the convergence rate is given by the following:

L el §ae? B
ElF(yx+1) — F(a")] < % -

Taking limits, we obtain that

— K@ 1+ K'%log(K
lim 28 g = %8K) _ 1 4 10g(K).

a—1 a—1 a—1 1

Therefore, we have that

BIF(yicar) - Fla')] < 2108 FACTH B 5 atblog(l)
(ii) Consider yg 1 satisfying E[F(yx 1) — F(2*)] < e. We again consider two cases. (a) a = 1+¢
where § € [6,6y]. Since we have & < e which implies that K = [C'/e]. To obtain the optimal
oracle complexity we require Zle Ny gradients. Hence, the following holds for sufficiently small €
such that 2 < C/e:

K K 2+C /e (2+C_'/6)1+a C 1+a 1 1
DNk K Z / kda:Ha§<e> SO<€1+a>SO(62+5L>'
k=1 k=1 k=

(b) a = 1. To compute K such that %g(l() < € is not immediately obvious but may be obtained
via the Lambert function* [67]. For purposes of simplicity, suppose a = 0 and b = 1. Then we have
the following.

log(K) —log(K)  _
TKOS€9 Tk 2

& Wy (%W) < W_i(—e€), since W_;(-) is decreasing.

“The Lambert function W (z) is the inverse function of ye¥ = x and is denoted by y = W (z). This function has
two real branches: an upper branch Wy(z) for € [-1, +0c] and a lower branch W_;(z) for z € [-£,0] [66].
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But W_y(—8@)) = _Jog(z) for # > e. Consequently, we have that

T

—log(K) < W_y(—¢) & K > W10,

T W)

By definition of the Lambert function, we have that e implying that

€

K > e W0 2 Wl 5 o (o50) = 0 (Liog(1/0)).

where the first inequality follows from (3) in [67]. Hence, the oracle complexity for a = 1 will be
2
O (bi#), which is near optimal (where optimal is O(1/€?)). O O

We now consider two cases of Theorem 10 for which similar rate statements are available.

Case 1. Structured stochastic nonsmooth optimization with f smooth. Now consider
problem (1), where f(x) is a smooth function. Recall that we considered such a problem in Sec-
tion 2.3 for strongly convex f and in this case, we consider the merely convex case. When f is
deterministic, accelerated gradient methods first proposed by [36] and their proximal generaliza-
tions suggested by [35] were characterized by the optimal rate of convergence of O(1/k?). When
f is expectation-valued, [33] presented the first known accelerated scheme for stochastic convex
optimization where the optimal rate of 1/k% was shown for the expected sub-optimality error. This
rate required choosing the simulation length K and choosing N = |k*K | which led to the optimal
oracle complexity of O(1/e?). However, this method is somewhat different from (VS-APM). In
particular, every step requires two prox evaluations (rather than one for VS-APM).> [34] de-
veloped an accelerated proximal scheme for convex problems with a similar algorithm but allow
for state dependent noise. The weakening of the noise requirement still allows for deriving the
optimal rate of O(1/k?) but necessitates choosing Nj, = [k*>(Ink)|. As a consequence, the oracle
complexity is slightly poorer than the optimal level and is given by O (6_2 ln2(e_0'5)). We note
that (VS-APM) displays the optimal oracle complexity O(e~2) by choosing Ny = |k*K | while
by choosing Ny = |k*] for a = 3 + §, then the oracle complexity can be made arbitrarily close
to optimal and is given by O(e~27%/2). However, (VS-APM) imposes a stronger assumption on
noise, as formalized next.

Corollary 11. (Rate and oracle complexity bounds with smooth f for (VS-APM))
Suppose Assumptions 2, 3, and 7 hold. Suppose v, =~ < 1/2L for all k.

(i) Let Ny = |k*| where a =3+ 0 and C £ %%—2) + g. Then the following holds.

-~ K(e)
. C 1
BIF (1~ Pl )] < g for all K and 3 8¢ <0 (M/>
=1
where E[F(yg(e4+1) — F(z*)] < e
(i) Given a K > 0, let Ny = |k?K | where a > 3 and C = 202y + %. Then the following holds.

C = 1
E[F(yx+1 — F(z"))] < 7 and ZN’“ <O (62> , where E[F(yx4+1) — F(z¥)] <e.
k=1

®While pursuing submission of the present work, we were informed of related work by [34] through a private
communication.
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Proof. Proof. (i) Similar to the proof of Lemma 9, by defining §;, = F(yx) — F(z*) we can prove:

202y K g2 402
E[F —F(z")] < — 4+ —.

Let Ny, = [k*] > %k:“ and v; = . Then we have that the following holds where C £ 21'23%(13_2)4-%.

21/ ~y Z Cc? 21/2'y(a —-2) 4C* C
K2’

- K2 ~ (a—3)K?2 + yK2

E[F(yr+1) — (38)

where the first inequality follows from bounding the summation as follows:

K K K 3—a
1 K 1 a—2
k2 =1 k2 <1 / gy = - 1< ——+1= .
Z +; =1+ 1 o v a—3 a—3+ _a—3+ a—3

Suppose yx 41 satisfies E[F(yx4+1) — F(z*)] < ¢, implying that QQ cor K =[CY2 ) 2] It
e<C /2, then the oracle complexity can be bounded as follows:

14+4/C/e 2+,/6/6k 2+ 6/6)1+a \/E 1+a . )
a = < = .
- / da 1+a —\ 2y (62+5/2>

(ii) Let Ny = [k*K | > 1k? K. Then similar to part (i), we may bound the expected sub-optimality
as follows where C' £ 202y + g.

) 21/ ~ C? 22y 4C? C
E[F(yk+1) — Z sz T K2 + e < T

Since K = [C/2/€'/2], the oracle complexity may be bounded as follows:

K K
1 1
Y N <D :kQK:EKZ(K+1)(2K+1) 6K2(2K2+3K+1) <K4<c9< 2) O
€
k=1 k=1

O]

Case 2: Deterministic nonsmooth convex optimization. When the function f in (1) is
deterministic but possibly nonsmooth, [48] showed that by applying an accelerated scheme to
a suitably smoothed problem (with a fixed smoothing parameter) leads to a convergence rate
of O(1/K). In contrast with Theorem 10, utilizing a fixed smoothing parameter leads to an
approximate solution at best and such a scheme is not characterized by asymptotic convergence
guarantees. In addition, we observe that the rate statement for (i-VS-APM) is global (valid for
all k) while constant smoothing holds for the prescribed K. We observe that the rate statements
by using an appropriately chosen smoothing and steplength parameter matches that by using a
selecting a suitable smoothing and steplength sequence.

Corollary 12. (Iterative vs constant smoothing for deterministic nonsmooth convex
optimization) Consider (1) and assume f(x) is a deterministic function. Suppose Assumption 7

. . . * 2 2
holds. (i) Iterative smoothing: Suppose v, = 1/2k andny = 1/k. Then, F(yg+1)—F(z*) < %,
for all k > 0. (ii) Fized smoothing: For a given K > 0, suppose n = 1/K and vy, = 1/2K. Then,
F(yxer) = F(a") < 19
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Remark 4. By recalling that f,(z) £ ]E[fn(x, w)], by using Theorem 7.47 in [30] (interchangeability
of the derivative and the expectation), and noting that fn(-,w) is differentiable in x for every w,
we have V f,(z) = VE[f,(z,w)] = E[Vf,(z,w)] = E[Vf,(z) — Vf,(x,w)] = 0. Therefore, such
a gradient estimator is unbiased and our assumption holds. We now derive bounds on the second
moments for some common smoothings in Table 2.

f@,w) F (2, w) V o (2, w) B[V fn(z,) — VaFn ()]
1w, w) = M)zl ST hin(wi, w), where [V, (i, @)]]_y , where
z2 2 x;
hy (s, w) = 4 A(@)5h, Azl <n Ve, (2, 00) = { A )5 Aw)lzil <n } AnEA2 (w)]
Aw)|zi| —n/2, ow. ‘ Aw)z;/|z4], o.w.
— 2
fa(z,w) = AW)ell2 VA2 + 0% - S i C) M- 4E[A? (w)]
VA2 (@) 12402
f3(z,w) = max {h;(z,w)} SR Vahy(x,w) exp(hy (z,w)/n) 2
1<i<n n . i=1 YahilT, iz, .

where hy () — vi + sse(@) o o8 (31 exp(ha(e, w)/m)) ST bl (2. /) |z, el |

Table 2: Bounding the second moments for certain smoothings

2.4.3 Almost sure convergence

While the previous subsection focused on providing rate statements for expected sub-optimality,
we now consider the open question of whether the sequence of iterates produced by (sVS-APM)
converge a.s. to a solution. Schemes employing a constant smoothing parameter preclude such
guarantees. Proving a.s. convergence requires using the following lemma.

Lemma 13 (Supermartingale convergence lemma ( [68])). Let {vx} be a sequence of nonnegative
random variables, where E[vy] < oo and let {ag} and {ni} be deterministic scalar sequences such
that 0 < o, < 1 and n > 0 for all k >0, Y77 o = 00, D oo oM < 00, andlimkﬁooZ—’Z =0, and
Elvks1 | Hi) < (1 — ag)vg + ng a.s. for all k > 0. Then, vy — 0 a.s. as k — oo.

Proposition 2. (a.s. convergence of (sVS-APM)) Suppose Assumptions 3 and 7 hold and
{yr} is a sequence generated by (sVS-APM). Suppose v, = k=% < np., where b € (0,1/2], {m} is
a decreasing sequence, and Ny = |k*| such that (a +b) > 1. Then {yx} converges to a solution

of (1) a.s. .
Proof. Proof. From inequality (34), we have that the following holds.

A Vi 1
Wok1 < S5m0k + 5oy (lukl® = lluna?) + | = | 1@k wlI* = o v un
A2 2)\ - Ak
V& "7k
)‘%71 ’Yk 1
< W10k + ovg (lul® = ueal®) + | 5= | lownl* = 0, -
)\k 2)\ Tk - "Ik )\k

Dividing both sides of the previous inequality by i, we obtain the following relationship.

1 )\i 1 1 ]
Okt + 5w < 510k + s lukll® + | 7 | llokn|* = —— @k v, u
+ 271@)\%“ Sl )\i’yk 27;«\%” I %_n% [0k, ;| AR k, Ny,

A Ykt < g ||? ) ( 1 ) 1
= TR s+ R V) (o, [P — ——0) .
2 2 2 2 Nic k,Ny,
ALYk 2914 . Vi Ak

Tk
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Aiflvk—l
Ak

By defining vp41 = 6pyq1 + ﬁHUk+1”2 and ap =1 — , we have the following recursion.
k

1 _ 2 1 7 N
vk S (L= aw)op + | 57— | 0km 1™ = @, un
w e e

1
Vg1 + meB® < (1= ag) (v + ne—1B*) + e B® — (1 — o) pe—1 B> + <2_2> [ g, 1> — ——0f, n, k-
e Tk Vi Ak
(39)
Let Upq1 = vpy1 + B2 From (1, B?) smoothability and the decreasing nature of {n},

0< F(yk’-i-l) - F( ) < F7Ik+1 (yk+1) - Fﬂkﬂ (33*) + 77k+1B2 < FTIk+1 (yk-i-l) - FWkJrl (w*) + nkB2'

Then (39) can be rewritten as follows:

1

_ _ 1 _ _

U1 < (L= )t + B = (1 = o)1 B* + | 50— | |0, n 17 — ——0F v, wi
W e 'YkAk

Recall by the definition of )\, we have )\2_1 =

we obtain the following relationship.

CM=DPL and b < A <k, if vy = k0, b€ (0,1/2],

A1 Vk—1 1 V-1 (AN — ANk) AR — Wt AR M1 Me Uk — V-1, -1

Ozk:1— +

Xy AX2 Ve B A2k Vi AkVk
E— (k-1 (k-1 kP (k-—1)""_ (1-0)

where in the last inequality we use b € (0,1/2]:

k<k1‘b k(k:bl)l‘b>_k k(k:k1> _k_kb(k_l)l_b_k_(k_l)(lil)”

( - > k(kl)b;(b—l; Cbb-1(b-2)

Wk —1)2 3k —1)3
b(1 —b) (2-0) b(1-b)(2—-b)(3—-b) (4-0)
1-56)+ 1— 11—
T o oy ) ATy se—1)) "
246
>(1-— >2>1 g
> (1-10), since k —|—max{3 2k }
By taking conditional expectations and recalling that 7, = ¢y* where ¢ > 1, we obtain the

following.

1 v?
E[Uk+1 | Hk] (]. — Oék)Uk+77kB — (]. — Oék)nk 1B + <2> Fk

Tk Mk

2
<(1- B2~ (1 - ay)np_1 B S L
< (1 — ag)vg+nk (1 —ap)m-1B" + <2(C_ 1)> N,

If v, = k=" where b€ (0,1/2] and Ny = [k®] where a +b > 1, we have that > 7o, %” < oo and
the following holds for ny = ck™®, ¢ > 1 and b € (0,1/2]:

Aro1 k1 1Y e(k—1)~%
—(1-— =g A =k (1= )
Me — (1 — ag)ne—1 = i Yo Mk—1=¢C ( )\k> b
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_ 1 2c >
<ckb— (1 — )\k> ckb < k1+b — Z nsz (1 —ag)mp_1B?) < .
k=1

Furthermore, from (40), it follows that > 72| a = co and

i (o) (=) () <im (o) (=) =0

for b € (0,1/2] and a + b > 1. Additionally, we have the following:

mB* — (1 — ag)np—1 B> ck™"B? — (1 — ay,)(k — 1) B2

lim = lim
k—ro0 Q. k—o0 (07
—bnR2 —-bnR2 2
. ckT°B? — (1l —ap)k™°B . c¢B
< lim ( ) = lim —— =0,
k—oo ap k—oo k

where 1, B2 — (1 — a)nr_1B? > 0 can be concluded as follows. For any b € (0,1/2], we have:
2 _ _1)2b A2 b 1y 22 B
k=1 _ <1 B 1> < k—1 < (k 22) — Jk k < (k bl) . k,;’yk L
k k Ak (k—1) k ek Mk—1

. (1—@5% — e — (1 ag)p1 > 0.

Therefore, Lemma 5 can be applied and vy = F), (zx) — Fy, (z*) + mB* — 0 a.s.. By (1,B?)
smoothness of f, 0 < F(xy) — F(2*) < Fy, (vr) — Fy, (%) + nkBQ, implying that F(zy) — F(z*)
a.s. O O

The next proposition provides a similar a.s. convergence for (VS-APM) that can accommodate
structured nonsmooth optimization where f(z) is a smooth merely convex function. The proof of
this result is similar to Proposition 2, but 0 in this case is defined as 6 = F(yr) — F(x*).

Proposition 3. (Almost sure convergence theory for (VS-APM)) Suppose Assumptions 2, 3,
and 7 hold. Suppose {yi} defines a sequence generated by (VS-APM). Suppose v, =~y < 1/(2L)
and Ny = |k*] for a > 1. Then {yi} converges to a solution of (1) a.s. .

2.5 Numerical results

We now compare the performance of (mVS-APM) and (sVS-APM) with existing solvers on
Matlab running on a 64-bit macOS 10.13.3 with Intel i7-7Y75 @1.4GHz with 16GB RAM.

1. mVS-APM: Strongly convex and nonsmooth f.

Example 1. Consider the following constrained problem.

1
min f(a), wheref(s) £ B | 3a7 Alw)a + 5w) s + Al (1)
A(w) = A+W € R™™ and the elements of W have an i.i.d. normal distribution with mean zero and
standard deviation (std) 0.1. Similarly, S(w) = f + w € R™, where w is a random vector. Since,
tractable prox. evals are not available for (41), we compute approximate gradients V,f, using
(SSG). We set Ny = |p~ %], where p £ ( f) and a = 2.01. Using a budget of 1e5 and 10

replications, we provide results in Table 3 (L) Whlle Figure 2 shows the behavior of (mVS-APM)
with different smoothing parameters n versus (SSG). When the strong convexity modulus pu is
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small, mVS-APM performs significantly better than (SSG) and is far more stable. For instance,
when 7 =1, (mVS-APM) terminates with an empirical error of approximately 4.8e-3 and 5.5¢-3
for 4 = 1 and p = le-4 while corresponding errors for (SSG) are 7.8e-3 to 6.3. As one can see,
n =1 for (mVS-APM) seems to be a reasonable practical choice for different problem settings.
Note that in this table, n* is chosen according to Lemma 6 where we note that as u < 1, the
benefit of utilizing n* is muted. Next, we consider the unconstrained variant (41), where z € R"™.
Since the subgradient is unbounded, we use unaccelerated method (mVS-PM). In Table 3 (R),
the behavior of (mVS-PM) is compared with (SSG) for different choices of . As suggested after
Theorem 7, we set n = i + le-3 > %

-~ 88G
——mVS-APM (inexact approach), n=1

10° 10°
# of gradient calls

Figure 2: Example 1: (mVS-APM) vs SSG for u = 0.1

Table 3: Example 1: mVS-APMvs SSG (L), mVS-PM vs SSG (R)

[ SSG I [yp — =™ || for mVS-APM I [ SSG [[ mVS-PM |
w lyr — ™1 n=n" n=0.1 n=1 n =10 w Ty — =™l lyr — ™1l
1 7.8609¢-4 2.80786-1 | 2.21500-2 | 4.7893¢-3 | 1.94436-2 1 2.08470-1 3.09716-2
Te-1 | 9.9114e-1 3.32076-3 | 3.72476-2 | 5.89736-3 | 1.8865e-2 || le-1 2.4283 9.51496-2
To-2 3.0611 3.7218¢-2 | 8.30830-2 | 7.34320-3 | 3.68860-2 || 1o-2 1.2409 1511601
Te-3 1.0682 1.3893 1.76926-1 | 4.7901e-3 | 5214762 || 13 1.4784 1.80336-1
To-d 6.3783 2.7269 1.70656-1 | 5.52480-3 | 6.3872c-2 || lo-4 15028 T.7261e-1

In Table 4, we compare (mVS-APM) with (SSG) for different choices of standard deviation of
noise and dimension (n). In Table 4 (L), we set ;4 = 0.1 and n = 20 while in Table 4 (R), we set
u=0.1 and std. dev. is 0.1. We run both schemes with total budget in subgradient evaluations of
leb and 10 replications and observe that (mVS-APM) outperforms (SSG) .

Table 4: Example 1: Comparing mVS-APM vs SSG: different std (L), different n (R)

[ | SSG “ mVS-APM H | SSG “ mVS-APM ]
std. [ v —o [ | time [[ 0 [ vk —o T | time |[ n [ llve—ol | time [[ n [ lup—o [ | time
le+1 1.6691 5.8269 1 5.6007e-1 2.9858 20 9.1148e-1 5.9096 1 5.8973e-3 3.8961

1 9.4759e-1 5.9375 1 5.1574e-2 2.9925 30 1.5326 6.117 1 5.9034e-3 3.2213
le-1 9.1148e-1 5.9096 1 5.8973e-3 3.8961 40 8.5934e-1 6.2494 1 6.0096e-3 3.6658
le-2 9.1285e-1 5.9444 1 5.7294e-4 3.0362 50 3.6236 6.4209 1 6.3496e-3 3.3903

Example 2. We revisit this comparison using a stochastic utility problem.

¢ (g (:l —i—wi) xz>

where ¢(t) = maxi<;j<m(v; + s;t), w; are iid normal random variables with mean zero and variance
one and v;, s; € (0,1). Table 5 shows similar behavior as in Example 1. In Table 6, we compare
(mVS-APM) with (SSG) for different choices of std. dev. and dimension (n). In Table 6 (L),

min E
llz[| <1

H 2
+La)?
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we set g = 0.1 while n = 20 and in Table 6 (R), we set u = 0.1 and std. dev. is 1. Similar to
Example 1, (mVS-APM) outperforms (SSG) in all cases.

Table 5: Example 2: Comparing (mVS-APM) vs (SSG)
l

[ I SsG I mVS-APM
7 Tye — =™ | time n [ye — =™ [ time
1 4.4908c-3 | 4.3883 || 1/p =1 | 5.8314e-3 | 1.5101

le-1 2.7134e-1 3.8794
le-2 8.7266e-1 3.9742
le-3 9.8723e-1 4.0129
le-4 9.9872-1 4.0684

1.0102e-2 1.1964
1.8236e-2 1.2065
3.8619e-2 1.1510
7.1652-2 1.1490

===

Table 6: Example 2: Comparing mVS-APM vs SSG: different std (L), different n (R)

[ [ SSG I mVS-APM I [ SSG I mVS-APM |
std. [ vk — o[ | time [[ 0 [ vk =1 | time |[ n [ llve o | time [[ n [ lup o[ | time
le+1 9.8253e-1 3.8733 1 9.6709e-1 1.1661 20 2.7134e-1 3.8794 1 1.0102e-2 1.1964

1 2.7134e-1 3.8794 1 1.0102e-2 1.1964 30 3.5948e-1 4.0277 1 1.2010e-2 1.2594
le-1 2.1394e-1 3.9304 1 8.6589e-3 1.1083 40 5.3537Te-1 4.0418 1 7.4431e-3 1.3467
le-2 2.1813e-1 3.9134 1 1.1027-1 1.1270 50 2.6880e-1 4.1198 1 8.2670e-3 1.3452

2. (sVS-APM). Convex and smoothable f.

Example 4. In this setting, we compare the performance of (sVS-APM) for merely convex
problems on Example 2 with ;4 = 0. The d-smoothed approximation of ¢(t) provided by [65] is
given by ¢;(t) = dlog (31, ei+=i)/%) In Table 7, we generate 20 replications for (sVS-APM)
with fixed and diminishing smoothing sequences with 7, = 0;/2, Ny = |k3%1|, and sampling
budget is 1le6. In Figure 3, we compare trajectories for (sVS-APM) with those for constant

smoothing for n = 200.

Table 7: Example 4: Comparing (sVS-APM) with fixed smoothing

[ [ [ [ sVS-APM [ [ Fixed smooth. ]
[ n [ m [ o [ EFw)—FT] [ | Elf(yx) — FT |
20 10 1/k 1.832e-4 1/K 3.455e-3
1/(2k) 3.014e-3 1/(2K) 2.157e-2
1/(3k) 1.269¢-2 1/(3K) 6.079¢-2
100 25 1/k 1.944e-3 1/K 3.126e-2
1/2k 1.181e-2 1/2K 5.130e-2
1/3k 2.411e-2 1/3K 5.817e-2
200 10 1/k 1.067e-4 1/K 4.695e-3
1/2k 5.173e-3 1/2K 3.957e-2
1/3k 1.594e-2 1/3K 6.929e-2

|[FF-sve-ArM, 5 =1k
A- T - sve-apm, 5,200
T|-F-sve-aPM, 5 mk0%

——SVS-APM, 4, =1/k

\ -~ Fixed smoothing, 6=1/25
10"} ~ — Fixed smoothing, 6=1/45
I Fixed smoothing, 5=1/90

6
ol 5
—J—sVS-APM, §,=1/k
o} T
os |- svs-APM, 5= 10°
T|--E-svs-APM, 5, =k 0%

10 10° 10° 10’ 10?
# of iterations # of iterations

10 20 30 40 50
# of iterations

Figure 4: a.s. convergence for Figure 5: a.s. convergence for
Figure 3: Example 4: (sVS-APM) (sVS-APM), N}, = |k39!| 12 = (sVS-APM), N, = k3001 12 =
vs fixed smoothing; n = 200 5. 2.

Key observations. The empirical behavior of (sVS-APM) appears to be better on this test

problem. One rationale for this may be drawn from noting that (sVS-APM) allows for larger
steplengths early (since 1 < d) on while in fixed smoothing technique, 7, < 5 (where d; may be

29



quite small). This can be seen in the trajectories where early progress by the iterative smoothing
scheme can be observed. A larger §; allows for larger steplengths but leads to a coarser approxi-
mation of the original problem while smaller J; leads to poorer progress but better approximations
(See Table 7 and Figure 3).

4. a.s. convergence. Next, we implemented sVS-APM on the stochastic utility problem with
n = 20 and m = 10 for different choices of the smoothing sequences. Specifically, we allow §; to
be &, € {1/k,1/Vk,1/k%?5} (where §;, = 1/k is required for convergence in mean and &, = 1/k?
with b € (0,1/2] for a.s. convergence). We employ Nj = |k3!]. For each experiment, the mean
of 20 replications and their 95% confidence intervals are plotted in Figure 4 and 5. It can be seen
that when 6 — 0 at a slower rate as mandated by the requirement of the a.s. convergence result,
the confidence bands are tighter, becoming more apparent in Figure 4 where the variance is 5.
Furthermore, our numerical studies have revealed that even for less aggressive choices of Ni such
as when N = k% and a > 1, the trajectories show the desired behavior in accordance with Prop. 2.
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3 Risk-based economic dispatch

The optimal power flow (OPF) problem is one of the most fundamental decision-making problems®
in power systems operations. There are a host of variants of such problems that include the modeling
of reserves [3], allow for modeling security constraints [69], utilizing either DC approximations [70]
or full AC formulations [71] of the power flow equations, amongst others [5]. In this chapter, we
focus on the economic dispatch (ED) problem with a DC approximation of the power flow equations.
With operating reserves and other regulation capacities determined in the day-ahead market [3,4],
economic dispatch decision are usually specified in a short amount of time at real time, with reserves
and other regulation capacities are established. The economic dispatch of conventional generation is
completed 20 minutes before the hour of delivery [2]. In power system operations, uncertainty plays
a key role. Diverse formulations of stochastic optimal power flow along with different uncertainties
in power system have been discussed in [1].

Paper  Problem Model Algorithm
[72] DC-OPF Stochastic cplex
[73] ucC Robust cplex
[74] ED Robust cplex
[75] ED Robust Alternative Direction
[76] ucC Robust cplex
[77] ucC Robust Cutting plane
[78] UuC Stochastic Review
[79] ucC Stochastic Benders Decomposition / Lagrangian Relaxation
[80] UuC Stochastic Lagrangian relaxation
[81] ucC Stochastic Benders Decomposition
[82] ucC Stochastic Dynamic Programming
[83] ucC Stochastic cplex
[84] UuC Stochastic cplex
[85] ucC Stochastic Importance Sampling
[86] DC-OPF Stochastic Stochastic Decomposition
[71] AC-OPF Stochastic Scenario reduction by clustering
[87] DC-OPF Stochastic Benders Decomposition
[88] ED Deterministic Gurobi
[89] ED Deterministic cplex
[90] ED Deterministic FESTIV

Table 8: Stochastic OPF models

Most prior OPF formulations have only dealt with uncertainty in a rather rudimentary manner
by choosing fixed reserve margins without using other known or estimated probabilistic informa-
tion about forecast errors. Recently, one major approach to deal with such uncertainty has been
through robust optimization techniques [6-10] where the uncertain parameters are assumed lie
in a suitable uncertainty set and network constraints are enforced for every possible realization of
uncertainty. In fact such avenues have been adopted for modeling AC power flow problems (cf. [11]).

Uncertainty in power systems also can be dealt with by adding chance constraints. In general,
such avenues lead to possibly nonconvex problems [91] and more recently integer programming
approaches have proven useful when contending with a sampled approximation [5,12]. Here, the
authors consider power flow problems subject to chance constraints assuming that the uncertainties
are Gaussian. The chance constraint can be expressed as a second-order cone constraint, which
turn out to be a convex approximation. Simulation based studies on real time dispatch are also
been conducted recently. In [13], a simulation based framework is used in a power system with
renewable resources, with system iterates in multiple timescales.

5This section has been adapted from the Ph.D. Dissertation by Wendian Wan (advised by PI), titled “Algorithms
for Operation of Power Systems: Risk, Uncertainty, Discreteness, and Nonconvexity.”
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A variety of references consider two-stage model in economic dispatch problem, with different
sources of uncertainty. Single contingencies is taken into consideration and objective also includes
cost from not meeting demand in [72], where in second stage a contingency parameter is added
to transmission capacity in power flow constraint. In [92], model can be extended to muti-stage
with unit commitment. A general stochastic dispatch model considering real time regulation in the
presence of uncertainties in the offers was proposed in [93]. Constrain on second stage generation
was in a form of a random convex set with several different forms, depending on the kind of offer
involved. A two-stage economic dispatch model with stochastic producers was proposed in [94],
where stochastic producer capacity constraints gets its realization in second stage. In [17], the
network risk limiting dispatch problem (N-RLD) was introduced under € = 0, which is a two stage
optimization problem under stochastic demand. On second stage, we observe the realization of
random demand and balance system based on real demand. In [2], a two-stage model is built
for sub-hourly dispatch decisions making. Ramping limits depending on time was also considered
in [2]. In general, a two-stage stochastic model can represent the different types of uncertainty with
realizations of uncertain factors reveal in second stage.

3.1 Overview of economic dispatch problems

The basic economic dispatch problem requires satisfying load at minimal cost [95], as formulated

next.
min Z clgi
i€
subject to Zgi =d (EDisp)
i€
g < gi < g™, Viel

where g;, g%”m, g;"* denote the generation level and the minimum, and maximum capacity level
associated with generator i housed at bus i, ¢/ represents the unit cost of generation at bus i, d is
the total demand, and Z denotes the set of all buses in network. Notice that the economic dispatch
problem requires specifying the minimal generation decisions while meeting demand and capacity
bounds. In [95], power flow constraints are also taken into consideration together with dispatch
decisions. When these power flow constraints are modeled via DC load flow approximations, the
resulting bus-specific phase angles need to be considered together with transmission constraints.
The resulting model is specified as follows. actual power production and transmission.

. g .
min E c; gi

i€T
subject to ¢; — d; — ZBZ-J(OZ- —0;) =0, Viel
jeT (42)
By j(6; — 0;) < e, Vi,jeT
g < gi < g, Viel
gt < g; < gmer, Viel

Where 6; denotes the phase angle at bus 1, f‘jax represents the transmission line capacity constraint

of transmission line between bus i, j, B; ; is the susceptance of transmission line between bus 1, j,
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and d; is the demand at bus i. Single contingencies may be taken into consideration the cost of
unserved demand may also be modeled [72], leading to the following model.

min E [Z (cfgf +cry — ché")]

€L
subject to  g¥ —qf — Y Bij(0¥ —05) =0, VieIVweQ (43)
B, (07 —07) < ;5 Vi€ I,Yw € Q
g+ e = X7 =0, VieI,VweQ
Nidi < ¢ < dj, Vi € I,Yw € N

where 7 and ¢" denote reserve levels and the cost of reserves at bus ¢, ¢ and c;-i represents unserved
demand and the cost of unserved demand at bus 7, (2 represents the scenario space, x¥ denotes
the proportion that generator ¢ under outage would reduce in capacity by (i.e. the capacity of
outage generator would be x¥¢"** where x¥ € [0, 1]), d; represents the forecast demand, and \;d;
denotes a critical level of demand that needs to be satisfied. In [92], this model is further extended
to a multi-stage problems with unit commitment. A more general stochastic dispatch model was

proposed in [93]

min Y (cigi +Elef (g7 — gi)+ — ¢ (97 — 9)-])

iez

subject to g; — Z fij —d; =0, Viel
jez

ge =Yty —di=0, Vi e I,Yw e Q
jez

(9i.97) € CF, VweQViel

fig < iy VieT,

I <1, VieZ,Vw e Q.

In this model, g¥ denotes the second-stage (“real time”) decision f;; and i; represents the first

and scenario-specific second-stage power flow on the transmission line, and C}’ represents a random
convex set that may take several different forms, depending on the kind of offer involved.

o Completely inflexible generation: First-stage dispatched quantity, denoted by g; cannot be
varied in the second stage.
9° =g €10,9"], YweQViel.

o Completely flexible generation: First-stage dispatched quantity, denoted by g;, may be varied
in the second stage.

gi € 0,g"™], ¢f €1[0,9,"*], YweQ,Viel.

max

o Unpredictable or intermittent generation: A generator with maximum capacity g;"** offers a

random quantity .S;.

gi € (0,9, ¢ €10,5], YweQViel

7
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o Demand-side bid: A quantity —g; > 0 is bid for in the first stage while in the second-stage,
this can be modified.
9i € [4i,0], ¢ € [¢;,0], YweQViel

o Unpredictable load: The second-stage demand-side bid ¢’ has to be feasible with regard to a
random load of size d? > 0.

9: <0, g’ €[-d’, 0], YweQViel

In [14], a risk-limiting dispatch framework is introduced and this was subsequently extended in [15],
where a computable closed-form formulas was derived. In [16], a related model for risk-limiting
dispatch with generation limitation and network constraint was represented. In [17], a two-stage
network risk limiting dispatch problem (N-RLD) was introduced under € = 0, where the first-stage
represents the day-ahead scheduling while the second-stage captures real-time decisions. The overall
problem requires minimizes expected cost of operation as captured by the following problem.

3.2 Two-stage stochastic economic dispatch

In the two-stage model for stochastic economic dispatch, first-stage decisions are given by slow-
response generation decisions while second-stage decisions adapt to the realization of uncertainty
and are tied to first-stage decisions. The nature of the uncertainty in the second-stage pertains to the
randomness in real-time cost, randomness in real-time demand, line contingencies, and uncertainty
in the availability of renewable The goal of two-stage model is to have determine a set of first
decisions that minimize the sum of two costs: (i) the first-stage cost; and (ii) the risk-adjusted
second-stage expected cost of contending with uncertainty.

We consider the stochastic economic dispatch problem faced over T hours while sub-hourly decisions
associated with fast-response generators are made between hours (i.e. in a sub-hourly sense) to
contend with uncertainty. We view the first-stage decisions as the hourly decisions fromt =1,...,T
while the sub-hourly decisions are viewed as the recourse second-stage decisions Let g; denote the
first stage decisions at period ¢ with a convex differentiable generation cost denoted by fo(g:) while
the cost of recourse decisions under realization w in the sub-hourly period after t is denoted by

h(gf,w).

3.3 Risk-neutral stochastic economic dispatch

In a power system network, there are several types of constraints that need consideration.

Flow balance equations

In both stages, flow balance needs to be maintained at each bus for every period. In the first stage,
flow balance would be based on forecasted demand as follows:

g — B, —d; =0, t=1,...,T, (44)

where 6; denotes the phase angle of each bus at period ¢, B = (b; j)nxn represents the susceptance
matrix,

By £ B—diag | > bi; |,
J
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and d; denotes a forecast demand in period t in first stage. During the sub-hourly dispatch after
period t, the recourse decisions have to satisfy the following requirement.

gt + g:,w - Blet,w - dtw - dﬁw - d;}w >0, (45)

where g; ,, denotes the recourse generation adjustment in period ¢, 6; ., represents the second-stage
phase angle for period ¢, and d;., denotes the observed demand in period ¢ under realization
w. Suppose dy,, represents undispatchable generation while d}’, denotes unavailable wind power
generation for period t.

Line flow constraints

In both stages, transmission capacity constraints need to be satisfied while line contingencies are
considered in the second stage. The first stage line constraints can be expressed as follows:

_fmaxSBQGtSfmaxyt:]-a"wT (46)

where fiax denotes flow bounds while By is defined as follows.

(bie O --- 0)—diag(bie)
B, (0 bye - ‘O)—diag(bg,.)
(O o --- brl',.)—diag(bm.)

In the second stage, line contingencies are addressed as follows:

_Xt,wfmax < BQGt,w < Xt,wfmam v, (47)

where Y., is a vector represents the realization of stochastic line contingency of all transmission
lines for period ¢ with all of its elements value in [0, 1].

Generation capacity constraints

Both conventional and renewable generators we have to abide by capacity constraints.

gmin < gy < gmVE (48)

ggl:)n S gt + g;,w S ggjxa (49)
where gtr?bijn and g; ;™ denote second-stage capacity bounds at period ¢ based on renewable avail-
ability.

Ramping constraints

Both conventional and renewable generators need to satisfy ramping requirements, as specified
next.

ri < gy — gy < TP (50)
Thw St + Grew = 9t-1 = Gi—1w < Thw s (51)
where ™" and r™®* denote the minimum and maximum ramp limit, gy = 0, and r{?j}‘ and 7y 5*

denote second-stage down and up ramping limits for period ¢ and g; , = 0.
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Phase angle bounds
In both stages, phase angles bound are imposed in the following fashion.
Omin < 0 < Omax, Vi (52)
Omin < 0t < Omax. (53)
To summarize, the two-stage stochastic economic dispatch model is defined as follow:

T

m)in Z [fo(x¢) + E[Q(x¢, w)]]

t=1
subject to  (44), (46),...,(52).

(s-ED)

where x £ (g,0), Q(x;,w) is defined as follows.
Q(Xtu w) = Tmien f(gz,wvw)
9O (s-ED)
subject to  (45), (47),...,(53),

f(g¢,w) denotes the random second-stage generation cost and g; , denotes second stage decision
variable at period t under random variable realization w.

Deterministic equivalent

Suppose the w takes on a finite number of realizations given by wq,...,wx with probabilities
P1,---,PK- The resulting deterministic equivalent optimization problem is given by the following.
T K
Join 0 fo(xi) + D p [ (Yeww))]
-l i=1 (DE-ED)
subject to (44), (46),...,(52)
(45),(47),...,(53), Vi, w € Q.

where y,, = (g7, 0.,). Generally, (DE-ED) is not solved directly since §2 can have a large cardinality,
necessitating the development of decomposition and sampling schemes.

3.4 Risk-averse economic Dispatch

While the prior model employs a risk-neutral framework, this can be generalized to allow for risk
preferences; a commonly employed approach utilizes the conditional value-at-risk (CVaR). Recall
for a fixed level 7, the conditional value-at-risk of a random loss function Z(w) is defined as [96]:

CVaR,(Z(w)) £ mniln {m + 1 E[Z(w) — m]+} . (54)

In this setting, we choose Z(w) = Q(x¢,w). It may be recalled that the minimization of a CVaR-
based objective can be recast as follows:

m}in {fo(x) + CVaR,(Q(x,w))}
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— min {fo(X) + min {m + 7 i TE [Q(x,w) — m]+}}

X

)

1
= min{ fo(x) + m+-——RE[Q(x,w) — m]"
m | — — 1—7
2c(2)

= min {c(z) + E[r(z,w)]}, where r(z,w) = [O(x,w) —m] ™. (55)

z 1—71

In the next section, we discuss a smoothed accelerated gradient scheme for the two-stage stochastic
convex problem:

1;%151 [c(z) + E[r(z,w)]], (r-ED)

where z £ (x,m), ¢(z) is a convex differentiable function, r(z,w) is a convex and nonsmooth
function defined as (55), and Z is a polyhedral set defined by the constraints (44), (46), ..., (52).

3.5 Smoothing

Consider the function 7(z,w), defined in (55). This function has two sources of nonsmoothness: (i)
The function Q(e,w) is a convex nonsmooth function of (e); and (ii) The function [u]™ = max{u,0}
is a nonsmooth function of u. We intend to develop algorithms in which the gradient of a smoothed
counterpart of 7(z,w), denoted by r,(z,w), is employed. Before proceeding, we recap the definition
of smoothability of a convex function.

Definition 2 (Smoothable function [97]). A convex function d : R™ — R is called (v, 8)-smoothable
if for any p > 0 there exists a convex differentiable function d, : R™ — R such that the following
holds for some o, B > 0:

(1) du(x) < d(x) < dy(x)+ B for all x € R™.
(it) d, is & -smooth.

Then the function d,, is called a i—smooth approximation of h with parameters (a, 3).

3.5.1 Smoothing the recourse function Q(g,w).

Consider the recourse function Q(x,w) whose evaluation requires solving the following parametrized
convex problem.

min d(y,w)
yey® (P-Q(x,w))
subject to Woy < quw — Tux, ()

We make the following assumptions on (P-Q(x,w)).

Assumption 8. Consider the recourse problem (P-Q(x,w)).

(i) For every w € Q, the function d : R™ x R? — R is convex and Y is a closed, convez, and
bounded polyhedron with a nonempty interior.

(ii) For every w € Q and every x € Xy, there exists a y(w) such that W,y = qu — Twx and
Yw € nt(Y¥).
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The dual of (P-Q(x,w)) is given by the following.

w _w T, T, .
mex (@0 T - d (W) (D-Q(x,))

Le(mx,w)

where d*(y;w) is the convex conjugate of d(y;w), defined as follows.

7 dly;w), yey®
dy;w) = Y 56
() { 00, otherwise. (56)

By convex duality, the optimal values of (P-Q(x,w)) and (D-Q(x,w)) are equal for a given x.

Lemma 14. Suppose d(y,w) is a convex function in'y for every w € Q. If for some x, (P-Q(x,w))
has an optimal solution. Then the dual problem (D-Q(x,w)) has an optimal solution and the optimal
values of both problems are equal.

From the theory of stochastic programming, it is known that the recourse function Q(x,w) is a
convex function in x for every w [98, Prop. 2.21]. Consider a modified function Q,(x,w), defined
as the optimal value of this p-regularized dual problem (D-Q,(x,w)).

max (&(m; x,w) — pll(1?), (D-Qu(x,w))

Lemma 15. Suppose v, and vy, denote the optimal values of (D-Q(x;w)) and (D-Q,(x;w)),
respectively. In addition, suppose m, denotes an optimal solution of (D-Q(x;w)). Then v, >
vy — ||

Proof. The result can be concluded as follows.

Vuw = max {(e(m;x,w) — ul7]?)}

>0
> {(e(ml;x,w) — u||7rf;||2)} (where 7, € argmax,>o{e(m;x,w)})
_ . 2
~ {maxetmx.o | - sl

= v, — pllm .
O

Before proceeding, we show that the solution of (D-Q,,(x,w)) is bounded under the Slater regularity
condition. This requires defining the Lagrangian function £(y, 7, w) and the dual function D(7,w)
associated with the primal problem, which we proceed to do next.

L(y,mw) = (dy,w) + (Woy — go + Toz) " 7) (57)
D(m,w) £ n;in Ly, ,w). (58)

Lemma 16. Consider the problem (P-Q(x,w)) and suppose it has optimal value v,,. Then the
following hold.

(i) Suppose for given x and w € Q, there exists a § € Y such that c¢(y,x) < 0 where c(y,x) =
W,y — qu + Twux. Then the solution set of (D-Q(x,w)) lies in a compact set.

(ii) In addition, if y € NueaY®, —c(y,w) > —¢ and d(y,w) — v, < d for every w € €, then the
solution set of (D-Q(x,w)) is uniformly bounded in w, i.e. ||my| < % for any w € Q and for any
Ty € SOL(D-Q(x,w)).
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(tit) If 7., denotes the optimal dual solution to (D-Q,(x,w)), then we have that

d(y,w) — v, M( d(y,w) — vy ))2.

— maxi<j<m ¢j(¥;w) —maxi<j<m ¢j(¥;w

17pwll <

(iv) In addition, if § € NpeY", —c;(¥,w) > —¢ for j =1,...,m and d(§,w) — v, < d for every
w € §, then the solution set of (D-Qu(x,w) is uniformly bounded in w and p when p < fi, i.e.

|1 Tpwll < g—i— f (g)Q for any w € Q, where 7, ., = argmaz,>o(D-Qu(X,w)).
Proof. (i) For any optimal dual solution 7, we have from strong duality,
Vo =Dl w) = inf {d(y,w) + (m5) T ew(yix)}
< d(y,w) + (m3) T cu(¥i %)

m
< d(y,w) + max e (7i% Zlvr::,z
j:

Consequently, we have the following relationship.

_ * < dv —
(1%%};1 Cw,j (Y7 )) Zﬂ-w,l — d(yaw) Vw (59)
7=1
m d _ o "
D D Rt L) bR (60)

— maX1§j§m(CW,j (¥;%))

(ii) By hypothesis, we have that —maxi<j<m(cw,j(¥;%)) > ¢ and d(y,w) — v, < d for every w € Q.
Consequently, [|7%]| < ¢ for all w € Q.
(iii) Consider the regularized dual function D, (7) and suppose its optimal value is v, ,. Then the
following sequence of inequalities hold.

Vpw =D (77*7#)

= it {dly.w) + (7)) ey - ulrl?)

< {dly,w) + (7} o) ew(y; x) — pllmh 1%}
< d(y,w) + (7 ) ew(§:%)
< *
—d(ya )+1g;aéx cw7j(y7 )Z;Tr,u,w,z'
‘]:
It follows that
* d(y,w) — Vp,w

17,

T —maxi<j<m ¢ (¥;w)
Lemga 14 d(y’,UJ) — Vw + ,U’||7T:JH2
= —maxi<j<m ¢j(¥;w)
(60) y,w) — VW)~ :
0 dyw) — v H( d(y,w) — va )) .

—maxi<j<m ¢j(¥;w) —maxi<j<m ¢j(¥;w

(iv) By hypothesis, we have that minj<;j<m(—cy ;(¥#;%)) > ¢ and d(¥,w) — v, < d for every w € .

- 2
Consequently, |7, ,[| < dtp (%) for all w € Q and for every u < fi.
O
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We proceed to show that Q,(x,w) is an (a, §)-smoothing of Q(x,w), where Q,(x,w) which is
defined as the optimal value of (D-Q,(x,w)).

Lemma 17. Suppose Q(x,w) is defined by the optimal value of (P-Q(x,w)). Then the following
hold:

(i) The function Q(x,w) is a convex function in x for every w € €.

(ii) The function Q,(x,w) is a differentiable in x at every w and VxQ,(x,w) = —TI7*(x,w),
where 7 (x,w) denotes the optimal solution of (D-Q,(x,w)).

Proof. [98, Prop. 2.22]. O

Proposition 4 (Q,(x,w) satisfies (a(w), f(w))-smoothability of Q(x,w)). Consider the function
Qu(x,w) defined by (D-Qu(x,w)). Then this function satisfies the following:

(1) The function Q,(x,w) is W—smooth, i.e.

[

||vau(Xlaw) - vau(X%"J)H < [[x1 — x2l], Vx1,X3.

(ii) There exists a B(w) such that for all x, we have that for all x,

Qux,w) < Q(x,w) < Qp + pb(w).

Proof. (i) Consider an x1,x2 € X and let m(x;) and m(x2) denote the maximizers of (D-Q,(x1,w))
and (D-Q,(x2,w)), respectively. By the strong concavity of the objective, we have that

(=g + Tox1 + a(m(x1),w)) = (=g + Tuxz + a(n(x2), w))) " (n(x1) — 7(x2))

+p(m(xi) = m(x2)))" (m(x1) — 7(x2))

> pllm(x1) = m(x2)|I?, (61)
where a(7(x),w) € Ox(d},(WIm;w)). In addition, by definition, we have that

(Tox1 — qu + a(m(x1), w) 4+ pr(x1)) T (7(x2) — w(x1)) > 0. (62)

Adding (61) and (62), we obtain that

(Toxz — qu + a(m(x2),w) + pm(x2))" (m(x1) - 7(x2))
> pll(xr) = m(x2)]|”. (63)
Consequently, by adding and subtracting (T,,x1 — o + a(m(x1,w) + pm(x1))”
(r(x1) = 7(x2)),
(Twx1 + a(m(x1,w) + pm(x1)) " ((x1) — 7(x2))
<0
+ (Twxz — Tuxa) " (m(x1) — m(x2)) + (a(n(x2),w) — a(n(x1),w))" (1(x1) — 7(x2))
<0

+p(m(x2) — pr(x1))” (m(x1) — 7(x2))
<0
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> pil|m(x1) — m(x2) %

This implies that
pl|(x1) — w(x2)||* < (Twx1 — Toxa)" (w(x1) — m(x2))

<N Tolllaa = x| (x1) — m(x2)|
17|

= [I7(x1) = m(x2)]| < [[x1 — 2.

Finally, we note that V,Q,(x,w) = —T7,, where 7, is a maximizer of (D-Q(x,w)), implying
that

IV Qu(x1,w) = VxQu(x2,w)|| < [Tl (x1) — m(x2) |
[
1

(ii) We begin by noting that Q(x,w) = (¢¥ — Z{’wx)TW — d*(WTr,w) where 7 is a maximizer of
(D-Q(x,w)) while Q,(x,w) = (¢* — T,x)Tm, — d*(WTr,,w) — 3| /m,u||* where , is a maximizer of
(D-Q,(x,w)). Consequently, we have that

Qx,w) = (¢* — Tox)Tm — d*(WTr,w)
> (¢¥ — wa)Tﬂu — CZ*(WT’ZT#,W)
> (¢“ - TwX)Tﬂu - J*(WTWWW) - %UHWMHQ
= Qu(x,w).
In addition, it is easily seen that
Qu(x,w) = (¢° = Tx)'my — & (W, w) — %NHW;LHQ
> (¢* = Tx)Tm = &*(Whm,w) — ullrl® = Q(x,w) — fullx|.

< [x1 — xal|.

As a result, we have that

Qx,w) < Qux,w) + gulll* < Qulx,w) + nB(w),
where |72 < B(w) for all 7, where the boundedness of 7 follows from the Slater regularity condition
on (P-Q(x,w)). O
3.5.2 Smoothing the max. function

From [97], recall that the smoothing of the max. function, defined as t(u) = [u]T, is given by

u
tu(x) £ p(log(er + 1) —log(2)) and t, is (1,log(2))-smoothable. We prove the relatively simple
result that ¢/, (u) < ¢ for all u and for any p > 0.

u
Lemma 18. Consider the function t,(z) = u(log(e# + 1) —log(2)). Then for any u € R and any
p >0, we have that t),(u) < 1.

Proof. Tt can be seen for that any v and any p > 0,
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3.5.3 Smoothing a composition of two smoothable functions

We note that [Q(x,w) —m]" denotes a composition of a nonsmooth function h(w) where h(w) =
max{w, 0} with another nonsmooth function ¢(z) where t(z) = 21 — 22 and z = (21, 22). Our intent
lies in showing that under if h is (a1, 81) smoothable and ¢ is (aw, S2) smoothable, then p = h(t) is
(a3, B3) smoothable, where the smoothability of this composite function is defined as follows.

Definition 3. Given two convex functions h : R™ — R and g : R" — R™. Then the function
p(2) = h(t(2)) is said to be (a, 3) smoothable if the following two conditions hold and p,(z) £

hu(9u(2))-
(i) There ezists a constant o such that for any p > 0,

IVapu(21) = Vepu(z2)|| < %21 — 22f|, V21, 22

(ii) There exists a constant 3 such that for any p > 0,

pu(2) < p(2) < pu(2) + Bu.

Under suitable conditions, we now prove that p = h(t) is a smoothable function when h and ¢ are
smoothable.

Lemma 19. Suppose h : R — R is a non-decreasing nonnegative convex function and is (o, 1)-
smoothable. In addition, if h, denotes an (o1, B1) smoothing of h, then h, is assumed to be a
non-increasing and nonnegative function. Suppose t : R™ — R™ is (aw, f2)-smoothable convex
function. In addition, suppose |Vyh(w)|| < Cy for all w and ||Vzt(x)|| < Co for all . Then
p(z) = h(t(z)) is (a, B)-smoothable.

Proof. Since V. (hu(g,(2)) = b}, (t.(2))V:tu(z), we have the following by adding and subtracting
terms and invoking the triangle inequality.

IV Ryt (21)) = Vhu(tu(z2) [l = 17, (8 (21)) Vatu(21) — by, (Eu(22)) Vet (22)]]
< ”hit( u(21))Vatu(z1) — hL( u(21))Vatu(22)|l
+ A (tu( (22))Vatu(22)||

u(21))Vatu(22) = B, (L,
< Atz )) 1 Vatu(21) — vztu(22)”
+ IVt || 11, (tu(21)) — Ry (tu(22)] - (64)

Term b

/'\

Since h : R — R is (aq, f1)-smoothable and t : R" — R is (ag, 82)-smoothable, it follows that for
all 21,22,

al
1P (tu(21)) — R, (tu(22))]| < ;Htu(zl) — tu(z2)|
«
IVtu(21) = Viu(z2)| < fuzl — 2]
Recall that by the differentiability of ¢,(z) and the mean-value theorem, for some v € [0, 1],

tu(z2) = tu(z1) + Vatu(z1 +v(22 — 21)) " (22 — 21)
= [[tu(z2) — gu(z)[| < IVatu(z1 + (22 — 21))[|[|z1 — 22|
< Cyllz1 — 2. (by assumption). (65)
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By (a1, f1)-smoothability of A and (65), Term b can be bounded as follows.

asC!
Term b < 22 |[t,(21) — tu(22)]| < —|21 — 2. (66)
From (64), we have that for any z1, 29,
01042 02041
[Vhutu(z1) = Vi (tu(22)] < 21 — 22| + 21 — 22|

< %|z1 — 29|, where a £ (Crag + Caa). (67)

m
Since h : R — R is (o, f1)-smoothable and ¢ : R” — R is (ag, f2)-smoothable, we have for any
z, >0,

hu(t(2)) < h(t(2)) < hu(t(2)) + By (68)
tu(2) < t(z) < tu(z) + Bap. (69)
Since h(e) is a nondecreasing function
hu(tu(2)) < hu(t(2)) < hu(tu(z) + Bap) (hy, non-dec., (69))
h(t(z)) < h(t,(z) + Bapt) ((69), h nondec.)
ha(tu(2)) < h(t(2)
< h(t(2)) (From (68))
< hu(t(2)) + Bup (From (68))
< y(tu(2) + fap) + Frje. (From (69))

Since hy, is a convex and positive function, for x € [0, 1], we have the following by the mean-value
theorem.

hu(tu(2) + Bap) = hyu(tu(2)) + h;(tu(z) + KB2p) B2
Since h,(t,(z) + kBu) < Cy, it follows that

hu(tu(2) + Bap) < hyu(tu(2)) + CrBp,

implying that

hu(tu(2)) < h(t(2)) < hy(tu(@)) + (Br + C152) . (70)
2g
From (67) and (70), h(t(z)) is («, 3)-smoothable. O

3.5.4 Smoothing r(z,w)

Since r(z,w) is a consequence of a composition of a nonsmooth function (specifically the max
function) on an affine translation of another nonsmooth function (specifically the recourse function
Q(e,w)), we may utilize the results from the prior subsection. Specifically, let t(z,w) = Q(x,w)—m,
where z = (g,0, m). Furthermore, suppose h(u) = [u]T.
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Lemma 20. Consider the functions t(z,w) = Q(x,w) and h(u) = [u]*. Then the following hold.

(i) The function h,(u) = plog(er + 1) represents a (1,log(2)) smoothing of h and 0 < K (u) < 1
for all u.

(ii) The function t(z,w) = Q(x,w) —m is a conver (a, Ba2)-smoothable function and ||V t(z,w)]|| <
Cy for all w.

Proof. (i) Follows immediately from [97] and Lemma 18.

(ii) Since Q,(x,w) is (a2(w), f2(w))-smoothable, we have that Q,(x,w) — m satisfies the following
for any x.

Qu(x,w) —m < Q(x,w)—m < Qu(x,w) —m + Sa(w)p. (71)

In addition, we have that

V4(Q w v
|Var(z1,w) — Var(ze,w)| = Vo(Qu(x1,w) —m) =V
Q \Y4

\%
Vg Qu(x1,w) = VgQu(x2,w)

= 0

0
a2 (W

< @< 29, gy,
7
Finally, it is relatively easy to see that
VxQu(x,w
9attz)l = | (V<) | < 1@l 415 00 1

for all x where the last inequality follows from observing that

d
19:Qux,0) | = || = TE o] < T2 (5 o

ol &

))

Proposition 5. Suppose Assumption 8 holds. Consider function r(z,w) defined in (55). Then
r(z,w) is a convex and («, §)-smoothable function.

We may now claim the smoothability of r(z,w).

Proof. From Lemma 20, we have that h(u),t(z,w) satisfy the requirement of Lemma 19. Following
Lemma 19 we have that r(z,w) = h(t(z,w)) is (a, §)-smoothable. O

We may then define the smoothed approximation of r(z,w) as follows.

log (exp (2= L1) ) log(2
r(a,) & m o+ o EPEETE) 1) osta) (72)
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As a consequence, we have that

. Qu(x,w)—m

m

— | Gma=— | Vulx,w)
e H +1

Vaoru(z,w) = 0 . (73)

Qu(x,w)—m
1— 1 e H
1-7 Qu(x,w)—m
e H +1

We know Q,,(x,w) is (c, 3)-smooth approximation of Q(x,w). Thus, r,(z,m) is a smooth approx-
imation of r(z, m) with its gradients Lipschitz constant u.

3.6 A variance-reduced smoothed accelerated scheme for two-stage risk-averse
problems

While the prior section has analyzed the smoothing of the risk-adjusted recourse function, in this
section, we utilize a variance-reduced smoothed accelerated scheme for such a class of problems.
In Section 3.6.1, we provide a brief review of decomposition and Monte-Carlo sampling techniques
for resolving two-stage stochastic convex problems, possibly complicated by risk-aversion. In Sec-
tion 3.6.5, we introduce a recently developed variance-reduced smoothed accelerated scheme and
show how it may be extended to contend with risk-averse regimes. Finally, in Section 3.6.6, we
review the convergence statements inherited from this scheme.

3.6.1 A review of Monte-Carlo sampling schemes for 2-stage programs

Traditionally, schemes for resolving two-stage stochastic programs have differed based on whether
the sample-space of the second-stage problem is finite or infinite. In the case of the former, decom-
position techniques have proven useful in developing techniques that scale with the cardinality of
Q. Amongst the earliest of these was the L-shaped method [99] while augmented Lagrangian [100]
and splitting methods [101] have also been utilized. A more comprehensive review of decomposition
schemes can be found in [102]. When the sample-space is infinite, these avenues cannot be adopted
and one has to resort to Monte-Carlo sampling schemes. We review three avenues for resolving
such problems.

3.6.2 Stochastic cutting plane methods

Stochastic decomposition (SD) techniques decompose the stochastic elements of a problem from
deterministic data, combining successive approximation methods from mathematical programming
with sampling approaches. Unlike other sampling methods, SD leverages the special structure of
linear programming problems. When the second-stage problems are linear, this implies that the
second-stage recourse function is a piece-wise linear function. Cutting-plane techniques originate
from the work by Kelley [103] in which the following algorithm was proposed to solve the following
convex problem.

min 'z + Q(x), (74)
zeX
where Q(+) is a convex function and X is a compact, convex, and nonempty set. The basic idea of
cutting plane algorithm is as below: Such avenues have been extended to accommodate two-stage
stochastic linear programs by Van Slyke and Wets [99] but only allow for finite sample-spaces . To
accommodate general sample-spaces, the stochastic decomposition (SD) scheme was proposed by
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Algorithm 3 Cutting-plane scheme

1: initialization: 2!,k = 0,4y(z) = —o0,up = ¢’ 2! + f(x') and Iy = —oo0;
2: while up, — I >0 do
k =k + 1. Find (o, 8¥) such that

Q") = ay, + Bra®
Qz) > ap+ frr Vre X

4: Update ug = min{ug_q,c’ 2% + Q(2®)}, lp(x) = max{ly_1(x), ar + Brpx}.
5: Update I}, = mingex {c’z + £y (x)} where x;, 1 is a solution to (74).

6: end while

7ozt = L1

8: return z*

Higle and Sen [104] in 1991. Consider the problem (74) where Q(z) £ E[Q(z,w)], where Q(z,w) is
an optimal value of
max { (hy, — To)ir | Whn < ol - (LP-S2D)
This scheme approximates the recourse function E [Q(x,w)] through a sequence of piecewise linear
approximations. Within any given major iteration, each piece of the piecewise linear approximation
is derived from a conditionally independent set of observations. As part of the scheme [104], a set
Vi is constructed by solving one subproblem per iteration and dual vector obtained is added to this
set. Formally, the update of V}, is defined as follows.
V=V 1 Um k

Wi’

k

where 7",
w

is a solution to the following problem:

max  [hye — Toea®] T
subject to Wlr < g .

Akin to the cutting plane scheme, we may obtain the piecewise linear outer-approximation 7 (z)
for the recourse function with the following form:

me(z) == max{af + Brz | t=1,...,k}.
The stochastic decomposition (SD) algorithm is formally defined in Algorithm 5 and further details
can be found from [104].

3.6.3 Sample-average approximation

In sample-average approximation theory (also referred to as exterior sampling), samples are gener-
ated outside of an optimization procedure. Consequently, the resulting sample average approxima-
tion (SAA) problems are solved by deterministic optimization algorithms. One of the advantages
of SAA is that this method separates sampling procedures and optimization techniques. Consider
the following stochastic programming problem:

min f(x), where f(z) £ E[F(z,¢(w))], (75)

zeX
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Algorithm 4 Stochastic Decomposition Algorithm

1:

initialization: k =0,V = (), n0(x) = —oo,z' € X L is given;

2: while iteration k < K, do

10:
11:
12:

k = k + 1. Randomly generate an observation of w, w¥, independent of any
previously generated observations;
Solve subproblem to get solution 775 X

max  [he — Text) T

subject to  WTlr < Q-

Update Vi, = V.1 U 7Tf,k
Determine the coefficients of the k' piecewise linear approximation of recourse
function (o, %) such that

1

k
of + Bre = Z 7 (gt — Toex)
t=1

|

where 7F € arg max{n’ (hy, — T,,,z*)|m € Vi.}

Update the coefficients of all previously generated cuts.

kE—1 ,_ 1 k—1 _,_
of = ——oi '+ oL, B =B

Update ni(x) = max{af + gFz | t =1,...,k}.

Solve minge x{c’x + nx(x)} where x4 is the solution to this problem.
end while
¥ = T
return x*
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X C R"is a closed and convex set, ¢ : Q — R? is a random vector, and the associated probability
space is denoted by (€2, F,P). Unless stated otherwise, the expectation is assumed to be well-defined
and finite valued for all z € X, which implies for every x € X the value of F(x,w) for every w €

is finite. Suppose we have a sample w',...,w" of N realizations of the random vector w. This
sample is generated by Monte Carlo sampling and for any z € X, we estimate the expected value
f(x) by the sample-average fy(z) = Z] | F(z,w’) by averaging values F(z,w?),j =1,...,N.
The resulting sample average approx1mat10n (SAA) of the true problem is defined as follows.
N
h 7)
;rémfN( ), where fy(z z_: z,w

Note that fN(:U) can be viewed as the expectation taken with respect to the empirical measure
associated with a probability mass function {%, cee %} By the law of large numbers (LLN), under
suitable regularity conditions fy (z) converges to f(x) pointwise with probability one as N — oc.
Moreover, by the classical LLN, this convergence holds if the sample is independent and identically
distributed. Much of the research on SAA theory focuses on proving that the estimator for the
optimal value converges to the true value as N — oo with probability one. Related statements can
be developed for the solution set. In addition, rates of convergence can also be derived for such
schemes.

Consistency of SAA estimators was investigated by tools of epi-convergence analysis by King and
Wets [105] and Robinson [106] while asymptotic of SAA estimators of optimal solutions of stochastic
programs were discussed by King and Rockefeller [107] and Shapiro [108]. A detailed exposition of
recent theoretical findings can be found in [98]. It is worth emphasizing that this avenue is not an
algorithm in the conventional sense but represents an avenue for approximation.

3.6.4 Stochastic approximation methods

Stochastic approximation schemes originate from the seminal paper by Robbins and Monro [109]
while asymptotics can be found in the research by Kushner and Clark [110] and Nevelson and
Hasminskii [111]. Longer step averaging schemes was developed in Polyak [112] and these ideas
were presented in a different form by Nemirovski and Yudin [113]. Stochastic quasi-gradient tech-
niques are closely related to stochastic approximation and early work focused on the solution of
two-stage stochastic linear programs [114]. This avenue saw significant subsequent study by Gaiv-
oronski [115], Wets [116], amongst others. For a given stochastic convex optimization (75) where f
is a differentiable function, given an xg € X, a standard SA scheme would be based on the following
update rule:
Tpg1 = Iy (2 — (Vo f(2r) +wy)), >0

where wy, 1= V, f(zr; wg)— Ve f(zr) and V. f (2, €,) is referred to as V, f(x,w). An variable sample-
size stochastic approximation scheme (VSSA) was proposed in [117,118] in which the sequence
{zk+1} would have the following update rule:

Z;V:kl fo(xk,fj,k)>
k>0
N

Tpy1 = Ix <$k — Mk

In such a scheme, an increasingly unbiased estimate of the gradient is employed, leading to improved
iteration complexity of the scheme. Following the idea in [117-119], we introduce a variant of this
scheme for solving two-stage stochastic programs in the next section.
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Specifically, in this chapter, we revisit stochastic quasigradient methods which has traditionally
been plagued by the same challenges as stochastic approximation. In particular, the convergence
rate was O(ﬁ) and the empirical behavior varies significantly with the choice of step length
sequence. In [120], we introduce three key modifications to the standard stochastic approximation
framework by (i) utilizing a two-step accelerated scheme, (ii) incorporating a smoothing of the
recourse function by regularizing the second-stage dual; (iii) and leveraging variance reduction. We
develop a foundation to allow for applying this framework to risk-averse two-stage problems which
allows for recovering the optimal rate of O(1/k). Next, we describe this scheme.

3.6.5 Variance-reduced smoothed accelerated scheme

We now introduce the variable sample-size accelerated proximal method (VS-APM) first presented
in [120] and apply it to (r-ED).

rz%i? E[h(z,w)], where h(z,w) = (c(z) + 7(z,w)). (r-ED)

This framework incorporates three aspects in extending standard stochastic approximation schemes.

(i) Smoothing. The first change from standard stochastic approximation schemes lies in utilizing
the gradient of a smoothed objective, where the smoothing parameter sequence is driven to
zero. The resulting scheme can be formalized as follows, given a 2y € Z.

Zp11 =1z [Zk — fyk(vzh,% (Zk) + U)k)] , k>0. (76)

In contrast with standard stochastic approximation, we employ the sampled gradient V,h,, (zx)+

wy, where V,hy, (z) + wi = Vac(zg) + Vary, (2k, wg).

(i) Variance-reduction. In traditional stochastic approximation schemes, a single sample V7, (zx, W)

or a fixed batch-size of samples is utilized. However, such avenues lead to biased gradients
(where the conditional bias does not diminish to zero). Instead, we propose a variance-reduced
scheme given by the following.

241 = 1z [z — Y (Vahy, (21) + @) k>0 (77)

where V,h,, (z;) + 0 = Xy Vel +arin (on 041) . In fact, the conditional bias of the gra-

Ny
dients diminishes to zero and this scheme starts mimicking an inexact gradient scheme.

(iii) Acceleration. Finally, we introduce an accelerated scheme by utilizing the following two-step
rule.

o1 =z [2k — W(Vahy, (z1) + wi)], k=0 (78)
Ziq1 = (14 o) Q1 — ey, k> 0. (79)

Note that «y are prescribed sequences and this avenue was first suggested for solving convex
programs with differentiable objectives by Nesterov [?]. The resulting accelerated scheme
improved the convergence rate from O(1/k) to O(1/k?). Similar benefits are expected to
accrue here when step length sequences, smoothing sequences, and sample-size sequences
are chosen appropriately. Collectively, this scheme is referred to as a variable sample-size
accelerated proximal scheme (VSAPM) [120].
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Algorithm 5 VS-APM for two-stage risk-based ED
1: initialization: A\ = 1,v,y0 =21, My =0, Ny =1,k =1;
2: while k£ < K do

3: Generate N}, samples and compute V, h(zk, w1 k), - - -, Vi, h(2k, WN, k)
4: Update

S Vi b2k, wik)
N,

Vi1 =1z | xp — g (80)

o

I+4/144X2 - Ap—1
2 ) =

Akl i= Nt 1

Update

Y

@

Zit1 = (1 + V) Yit1 — YY) (81)

7 Update k :=k + 1, Ny and pug.
8: end while
9: return zg.

The scheme is formally stated in Algorithm 5. It may be recalled that

1 Qu(x,w)fm
(2, w) = m + T H [log (6’ Lo+ 1)] ; (82)

where z = (z,m). Furthermore, the gradient V,r,(z,w) is defined as follows.

Qu (x,w)—m

1 e z
Vxru(z,w) = <1 — T> Qulow)—m : VO, (x,w),
e g +

Qu(x,w)—m

1 e 2
Viru(z,w) =1— T PEInE , (83)
e 2 +1

where VxQ,,, (Xi,w) = —T(wi) 7 (xp, wi) and 7(xg, wy) is a solution of the smoothed second-stage
dual problem (D-Q,,(x,wj))-

3.6.6 Convergence theory

We now recall the two main assumptions for claiming convergence from (VS-APM) from [120]. Of
these, the first requires that the objective of the original problem is indeed smoothable and the
distance of the initial iterate to an optimal solution can be bounded.

Assumption 9. (i) The function E[r(z,w)] is («, ) smoothable; (ii) There exists a C' such that
|lz1 — z*||?> where z* is a solution to the original problem.

Next, we require that the noise sequence wy, defined as follows.

N Vary, (Zg, w;
Wy = Vol (zk) — Vaiy, (zr), where V7, (zk) = Z]_l NHII:( k j7k). (8
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Assumption 10. Consider the sequence {wy} where wy, is defined as (84). Then there exists a
scalar v > 0, such that E[||w]|? | Fi] < K,—i and E[wy, | Fi] = 0 holds almost surely for all k, where

Fr 2 0{z0,21, ..., 2,1}
We may now formally state the convergence statement from [120].

Proposition 6. Consider the sequence {zy} generated from (sVS-APM) where p, = 1/k, np =
1/2k, and Ny = |k*|, where a > 1. Suppose Assumption 9 and 10 hold. Then the following hold.

(i) If C 2 3”—_2? +4C? + B2, then the following holds for K > 1.

E[h(zk,wr)] — Elh(z", w)] < —. (85)

| Q

(i) Let e < C/2 and K is such that E[h(z,wy)] — E[h(z*,w)] < e. Then Zle Np < O(=12).

elta
We now provide some results that allows us to claim that such Prop. 6 can be invoked.

Lemma 21. Consider the noise sequence wy defined in (84). Then this sequence satisfies the
following: (i) Elwy | Fi] =0 a.s. for every k > 1; (ii) E[wy, | Fi] < JI\% a.s. for every k > 1.

Proof. (i) Recall that r,(z) = E[r,(z,w)]. Since r,(z,w) is a continuously differentiable convex
function in z for every w, it follows that we may interchange derivatives and expectations in claiming
that V,r,(z) = E[Varu(z,w)] (cf. [98, Theorem 7.44]). Consequently, if z; is adapted to Fj and
Wy, is defined as (84), it follows that E[wy, | Fx] = 0 in an a.s. sense.

(ii) Next, we note that wy is a sample-average of a set of i.i.d random variables with mean zero.
Consequently, if E[||lw;||? | Fx] < v? for i =1,..., Ng in an a.s. fashion, it follows that E[||wg||? |
Fi] < KTi in a.s. sense. It remains to show that E[||w;|? | Fi] < v? a.s. .
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The second term can be similarly bounded.
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It follows that E[||w;||* | Fi] < v =vi +v3. O

3.7 Numerical Studies

In this section, we apply our scheme to the resolution of two-stage stochastic economic dispatch
problems to two sets of problems. In Section 3.7.1, we review the model for generation of wind real-
izations and compare our scheme with the stochastic decomposition and stochastic quasi-gradient
counterparts in Section 3.7.2 based on an IEEE 118-bus system which contains 19 generators, 35
synchronous condensers, 177 lines, 9 transformers, and 91 loads. The impact of risk is examined
in Section 3.7.3. Finally, we conclude the section by examining the performance of this scheme on
test problems sourced from ARPA-E’s Grid Optimization competition.

3.7.1 Autoregressive Moving Average Model

In this subsection, we review the statistical model employed for developing wind forecasts and gen-
erating demand scenarios. A review of multi area wind speed and wind power scenario generation
methods has been provided in [121]. It is worth noting that ARMA techniques have been used in
developing stochastic optimization schemes for power system dispatch [122]. Our focus is on au-
toregressive moving average (ARMA) models and use data from ERCOT’s hourly wind generation
during 2009, 2010, and 2011 to test the resulting models. In an ARMA model [123], wind speed y;
in period t consists of the weighted sum of past observations and a weighted sum of independent
shocks defined as follows:

ARMA(p,q) : ye = po + Z bjy—j + Z9k€t K+ €
7j=1
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Figure 6: ARMA: Test data v.s. prediction

where y;—1,...,y:—p represent past observations (AR) while €_1,...,€e_4 are past innovations
(MA). All of ¢s are identical and independent centered Gaussian variables (white noise processes).
By solving the Yule-Walker equations, the coeflicients ¢;s and s can be estimated. As wind speed
over large geographical area is generally believed to follow a Weibull distribution [124], there is a
need of a normalization transformation given by y = N~! [F(w)], where w denotes the time series
representing the wind generation data, F' denotes the cumulative distribution function (CDF) of
the Weibull distribution associated with the stochastic process, and N denotes the standard normal
CDF. Our preliminary tests are captured in Figure 6 where six sets of predictions are provided with
95% confidence intervals.

3.7.2 Performance comparison for stochastic economic dispatch

We now compare the performance of the proposed VS-APM scheme with stochastic decomposition
and standard stochastic quasi-gradient on an IEEE 118-bus system with 19 generators, 35 syn-
chronous condensers, 177 lines, 9 transformers, and 91 loads. All experiments were implemented
in Matlab R2017a with cplex employed for solving LPs and QPs.

We begin by comparing VS-APM with stochastic decomposition in a setting where the simulation
budget is 1000. In Table 9, we compare the behavior of (VS-APM) with SD on 10 problem instances.
We observe that (VS-APM) takes less than 1% of the time taken by SD while producing similar
objective values. This difference is because (SD) is contending with increasingly larger first-stage
problems with (VS-APM) does not have this challenge. Note that the objective value is generated
by re-sampling with 20 scenarios. A comparison with standard stochastic gradient provided in
Table 10 reveals similar benefits in terms of computational time. In this instance, the key benefit lies
in taking far less first-stage projection steps, a consequence of utilizing variance reduced schemes.

3.7.3 Risk-based Economic Dispatch

We now consider the risk-based model in settings where the variance of demand is raised from 10
to 50 in steps of 10 while wind penetration is raised from 10% to 30%. We compare the risk-neutral
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Q]  Tter.SD SD_mean

Time_SD Iter_VSAPM VSAPM_mean

ObjDiff Time_.VSAPM TimeDiff

1000 1000 1.24E4+04 4.14E403 136 1.22E4-04 -1.46% 3.06E+01 0.74%
1000 1000 3.49E+404 3.84E+03 136 3.55E404 1.83% 2.75E+01 0.71%
1000 1000 7.12E4-04 3.90E+03 136 7.16E+04 0.61% 2.89E+01 0.74%
1000 1000 1.11E404 4.10E+03 136 1.10E+4-04 -0.50% 2.95E+01 0.72%
1000 1000  3.39E404 4.35E+03 136 3.42E4-04 0.88% 2.78E+01 0.64%
1000 1000 7.15E404 4.25E403 136 6.99E4-04 -2.22% 2.79E+01 0.66%
1000 1000 1.05E4+04 3.83E+403 136 1.02E+4-04 -1.94% 2.88E+01 0.75%
1000 1000 3.32E404 3.82E+03 136 3.32E+4-04 0.07% 2.78E+01 0.73%
1000 1000 6.83E404 3.82E+03 136 6.83E+404 -0.06% 2.86E+01 0.75%
1000 1000 1.04E404 3.83E+03 136 1.02E+4-04 -2.38% 2.82E+01 0.74%
Table 9: VS-APM and SD

Iter SA_mean  Iter V_mean Diff Iter V_mean Diff

1000 1.24E+04 65 1.22E+04 -1.54% 136 1.22E+04 -1.58%

1000 3.51E+404 65 3.64E4+04  3.67% 136  3.55E404 1.19%

1000 7.16E4-04 65 7.36E4+04  2.77% 136 7.16E+04 -0.05%

1000 1.12E404 65 1.10E+04 -1.73% 136 1.10E+04 -1.73%

1000  3.39E+4-04 65 3.50E4+04  3.19% 136  3.42E4+04  0.98%

1000 6.99E+404 65 7.16E+04  2.48% 136 6.99E4+04 -0.03%

1000 1.04E+04 65 1.02E+04 -1.61% 136 1.02E+04 -1.56%

1000 3.31E+404 65 3.39E+04  2.40% 136 3.32E4+04  0.44%

1000 6.83E+04 65 7.00E+04  2.48% 136  6.83E4+04 -0.03%

1000 1.03E+04 65 1.02E+04 -1.52% 136 1.02E+04 -1.49%

1000 3.27E+404 65 3.33E+404 1.76% 136 3.28E+04  0.30%

1000 6.69E+404 65 6.86E+04  2.45% 136 6.70E+04  0.09%

1000 1.21E404 65 1.21E+04 -0.09% 136 1.21E+04 -0.54%

1000 3.26E+04 65 3.33E404  2.04% 136 3.28E+04  0.63%

Table 10: VS-APM and SA

solution with the risk-averse solution in Table 11 where 7 = 0.2. It is observed that the conditional
value of risk increases as variance in demand grows. In addition, we note that the CVaR associated
with the risk-neutral solution (CVaR_Mean) is significantly higher than that with the risk-averse
solution (CVAR rED). In effect, solving a risk-neutral model leads to higher risk exposure. We also
observe that the value of the stochastic solution (VSS_CVaR) increases as o and wind penetration
levels grow. We conduct further tests on IEEE test networks from MATPOWER and find that

omega_av wind_per sigma fv_Mean fv_sED VSS CVaR_Mean CVaR._rED VSS_CVaR
1000 0.2 1 5.68E4+04 3.51E+04 2.18E+404 8.09E+04 5.31E4-04 2.78E+04
1000 0.3 1 1.03E+05 7.08E+04 3.19E404  1.45E405 1.06E+05  3.86E+04
1000 0.4 1 1.58E+05 1.09E+05 4.84E4+04 2.17TE+405 1.63E+05 5.41E+04
1000 0.2 10 5.70E+04 3.54E+4+04 2.16E404  8.45E+04 5.74E+04  2.71E+404
1000 0.3 10 1.03E4+05 7.08E+04 3.20E4+04 1.49E+05 1.08E+05 4.10E+04
1000 0.4 10 1.58E+05 1.09E+05 4.83E+404  2.20E+05 1.656E+05  5.46E+404
1000 0.2 20  5.77E404 3.63E+04 2.14E+04 9.62E+04 7.056E4+04  2.58E+04
1000 0.3 20 1.03E405 7.09E404 3.25E+04 1.61E+05 1.20E+4-05 4.03E4-04
1000 0.4 20 1.58E+05 1.09E+05 4.84E4+04  2.35E405 1.77E+05  5.81E+04
1000 0.2 30  5.90E+4+04 3.75E+04 2.15E+04 1.14E405 8.54E+04  2.86E+04
1000 0.3 30 1.04E+05 7.12E+04 3.31E4+04  1.79E+05 1.35E+05  4.36E+04
1000 0.4 30 1.58E+05 1.09E+05 4.86E+4+04 2.52E+05 1.92E+05 6.04E+04
1000 0.2 50  6.33E+04 4.08E+04 2.24E404 1.51E+405 1.18E+05  3.26E+04
1000 0.3 50 1.07TE4+05 7.28E+04 3.45E+404  2.20E+05 1.73E+05  4.68E+04
1000 0.4 50 1.60E4+05 1.10E405 4.94E+04 2.94E+05 2.28E4-05 6.63E+04
Table 11: Value of Stochastic Solution

risk-neutral solutions lead to higher risk exposure than risk-averse solutions (see Table 12).
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Mean Cost Two-stage Cost Risk Cost Mean worst 20% Two-stage worst 20% Risk worst 20%

IEEE118B 59533.26729 44793.66107 59530.76254  268179.7149 268179.1903 198998.0665
IEEE145 46916705.35 46851098.4  46853310.19  212284415.2 212077890.7 212070666.7
IEEE300A 47577079.24 39356294.75 39689745.57  64922699.66 56087603.98 55719991.89
IEEE300B 87018479.75 70139581.54 70877282.34  97323306.35 79622883.48 78862567.52
IEEE300C 86642730.74 69798253.99 70560254.99  89515610.86 73364330.13 72596519.46

Table 12: Comparison across different networks

We further examine the impact of variance for the IEEE 300 bus system where demand is assumed
to follow a non-normal (beta) distribution. We note that the risk exposure grows as the variance
increases and risk-averse models are able to better manage this exposure.

Mean Cost Two Stage Cost Risk Cost Mean worst 20% Two Stage worst 20% Risk worst 20% Variance

86644497.45 69773646.04 70537357.47  89044111.67 72892328.35 72123658.01  0.00507185
86886563.58 70095760.05 70834083.12  92983380.85 76200148.71 75475844.68 0.01984127
87601203.2  70675269.16 71397447.66  98226025.94 80316099.73 79545661.2 0.0375

90436594.28  73754429.32  74431960.72  111269137.4 93425043.78 92685828.32  0.06857143

Table 13: Changing variance on IEEE 300 system

3.7.4 Case study: ARPA-E Network

ARPA-E networks are networks that been put in use of Grid Optimization (GO) Competition.
The goal is have a real-time matching of instantaneous electricity generation and demand, which
requires utilities, grid operators, and other stakeholders to use a variety of sophisticated software
operating across a wide range of timescales.

One test network among those was chosen and modified to be tested on. The numeric test is
conducted on ARPA-E ”Original Dataset Real-Time Network_01-10R”. This network contains
500 buses, with 90 generators, 468 branches, 262 transformers and 371 contingencies with each
contingency represents one generator failure or an branch or transformer failure. The original
network is for ACOPF Some necessary modifications are made to conduct DCOPF experiment.
DCOPF is an relaxation to original thus in order to tighten constraints to introduce recourse to
second stage, loads are modified to double loads.

Mean Cost Risk Cost Two-stage Cost Mean Risk Risk Risk Two-stage Risk ~ Samples

187878.701 187878.701 187878.701 245966.5256  245966.5256 245966.5256 0

187878.701  176647.6331 173831.485 245966.5256  200140.8446 205645.2917 7967
187878.701  176645.5224 173831.4252 245966.5256  200140.6522 205635.3819 7968
187878.701  176486.4437 173829.7477 245966.5256  200132.5389 205285.9083 15934
187878.701  176487.8997 173829.7249 245966.5256  200132.4342 205294.8453 15935
187878.701  176747.7048 173828.9865 245966.5256  200128.5912 207123.1018 23901
187878.701  176778.0333 173828.9672 245966.5256  200128.5051 207307.6371 23902
187878.701  176723.3841 173828.4069 245966.5256  200125.7028 206871.7545 31868
187878.701  176723.4163 173828.3928 245966.5256  200125.6382 206871.9366 31869
187878.701  176735.4956 173828.1031 245966.5256  200124.0864 206818.1594 39835
187878.701  176735.5698 173828.0869 245966.5256  200124.0095 206818.7758 39836

Table 14: ARPA-E network

Comparing against mean value solution, we can find stochastic solution provides better average
performance in terms of overall cost of both pre-contingency and post contingency. With mean value
solution gets final average cost of 187878.70, risk-based model get 176735.57 and standard two-stage
model gets 173828.09, it shows that both risk-based model and standard two-stage model can reduce
expected cost but in terms of average cost standard two-stage model perform best. However, when
considering worst 20% scenarios, with mean value solution gets final risk of 245966.53, risk-based
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model get 200124.01 and standard two-stage model gets 206818.78, it shows that both risk-based
model and standard two-stage model can reduce risk but risk-based model perform best.
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4 Mixed-integer nonlinear stochastic optimization

We consider the following two-stage stochastic program with integers in first and second stages’,
defined as follows.

Hlelgl f(z) + E[Q(x,w)]
subject toz < x < T (SNIP)

z e RV x 77,
where Q(x,w) is the optimal value of the second-stage problem, defined as
wmin 4(y,)
subject to W(y,w) + T (z,w) <c 0

Yy<y<y
na—p p
y€R+2 2XZ+2’

((Sub(z,w)))

Above, n1, ng, p1, p2 are nonnegative integers with p; < n; and py < ng, = represents the first-
stage decisions and y represents the second-stage decisions, and w represents the uncertain data
for the second-stage with known distribution. S C R™ is a convex set and f : R™ — R is a
convex function. ¢ : R™ x @ — R is a convex function, W = (wq,...,w;) : R™ x Q — R}
T = (t1,...,t;) : R"™ x Q - R and C c R is a closed convex cone. Furthermore, we assume that
both f is convex and ¢(e,w) is convex for every w € Q.

4.1 Literature review

A variety of applications in energy planning [125], manufacturing [126] logistics [127], etc. can be
formulated as two-stage stochastic integer programs. In general, stochastic integer programming
problems combine the difficulty of stochastic programming with integer programming. We first
briefly review some important progress in theory and algorithms for solving the two-stage SIP.

(a) Evaluating the expected second-stage cost for a fized first-stage decision. If the distribution of
the uncertain parameters is continuous or the number of possible realizations is extremely large,
then it is generally impossible to evaluate E[Q(z,w)] exactly. In this case, one possible solution to
resort to approximating the underlying probability distribution by a manageable distribution. If
the underlying distribution is continuous one may approximate it via discretization (see [128,129]).
Another way is using statistical estimates of the expected value function via Monte Carlo sampling
which has two kinds of methods. In interior sampling approaches, the estimation of E[Q(z,w)] is
carried within the algorithm used to optimize this function [130]. In exterior sampling approaches,
the sampling and optimization are decoupled. A Monte Carlo sample of the uncertain parameters is
generated, and the expectation objective in the problem is replaced by a sample average [131,132].
An evaluation of the expected second-stage objective value requires solving many similar integer
programs. When the second-stage variables are pure integer, several proposals which leverage
Groebner basis and other test set based methods from computational algebra for exploiting IP
problem similarity have been considered in [133-135]. For the case of mixed-integer subproblems,
if a cutting plane method is used, then under some conditions it is possible to transform a cut (or a

"This section has been adapted from a working paper with Shisheng Cui and the PI as well as the Ph.D. Dissertation
by Wendian Wan (advised by PI), titled “Algorithms for Operation of Power Systems: Risk, Uncertainty, Discreteness,
and Nonconvexity.”
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valid inequality) derived for one of the second-stage subproblems into a cut for another subproblem
by exploiting similarity [136, 137].

(b) Optimizing the expected second-stage cost. Much of the development in SIP has been towards

the difficulty of optimizing f(z) := ¢’z + E[Q(z,w)]. We consider the following classifications.

(i)

(i)

Convex approrimations of the value function. There are results for constructing convex ap-
proximations of general integer recourse functions (SIPs involving pure integer second-stage
variables) by perturbing the underlying distribution have been obtained [138]. These convex
approximating functions are amenable for optimization and can be used to provide strong
lower bounds within some of the algorithms for optimizing f(x).

Stage-wise decomposition algorithms. This class of algorithms adopt the natural viewpoint of
optimizing the objective function f(z) := ¢’z + E[Q(z,w)] over the set of feasible first-stage
decisions (say denoted by X). For SIPs with binary first-stage variables and mixed-integer
second-stage variables, the integer L-shaped method [139] is widely used. Using disjunctive
programming techniques, it is possible to derive cuts from the solutions [137,140]. For SIPs
where the first-stage variables are not necessarily all binary, dual functions from the second-
stage integer program can, in principle, be used to construct cuts to build the approximation
[141]. If the second-stage variables are pure integer (and the first-stage variables are mixed-
integer), then it can be shown that E[Q(z,w)] is piece-wise constant over subsets that form a
partitioning of the feasible region of - [134]. By exploiting certain monotonicity properties, the
subsets can be enumerated efficiently within a branch-and-bound strategy [142]. Additional
properties of the MIP value function Q(z,w), such as sub-additivity, can be used to improve
the method [143].

Scenario-wise decomposition. Copies of the first-stage variable are introduced for each scenario
as the non-anticipativity constraint. Consider the Lagrangian dual problem obtained by
relaxing the non-anticipativity constraints through the introduction of Lagrange multipliers.
For a given set of multipliers, the problem is separable by scenarios, thus the dual function can
be evaluated in a decomposed manner. Optimization of the dual function can be performed
using standard non-smooth optimization techniques. However, owing to the non-convexities,
there exists a duality gap, and one needs to resort to a branch-and-bound strategy to prove
optimality [144].

Cluts for deterministic equivalent MIP. If the number of scenarios (assuming a finite distribu-
tion setting) is not astronomical then a possible approach is to directly solve the deterministic
equivalent MIP, using a solver such as CPLEX or EXPRESS. One of the most important fea-
tures of these solvers is the generation of cutting planes. In a stochastic integer program the
constraint system is repeated with small changes for each scenario. Thus it is possible to
effectively combine cuts from multiple rows corresponding to different scenarios [145]. Such
cuts have been shown to significantly improve performance over single row cuts. An open
issue is that such multi-row cuts links second stage variables across multiple scenarios, and
hence destroys decomposability.

Since a key factor for solving two-stage SIP is solving the integer programming problem, we briefly
review the two basic ideas.

(i)

Cut based methods (branch-and-cut/benders). The basic idea is first solving a relaxation of
the problem where some constraints are ignored or replaced with less stringent constraints.
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This gives a lower bound on the true optimal value. If the relaxation solution is feasible,
it is optimal. Otherwise, divide the feasible region (branch) and repeat. The total running
time is related to two factors, time to process a node and number of nodes. Both can be
very important. For very large instances (as in stochastic programming), solving a single
relaxation can be too time-consuming. Number of nodes can grow exponentially in number
of decision variables if do not prune often enough. Thus, it needs solving relaxations fast
and obtaining strong relaxations so that can prune high in tree. We consider branch-and-cut
to reduce number of nodes to explore with improved relaxation bounds and add inequalities
required to define feasible region. This approach is the heart of all modern MIP solvers. Its
basic idea includes solving current LP relaxation, attempting to generate valid inequalities
that cut off the relaxed solution and if cuts found, adding to LP relaxation and repeat. There
are two general approaches for SMIP with continuous recourse: benders with MIP master
problem; branch-and-cut adding Benders cuts (and others) in tree. When we have mixed
binary variables in the second-stage only, we can refer to [146] (lift-and-project cuts), [147]
(reformulation linearization technique) and [148] (disjunctive cuts from branch-and-cut tree).

(ii) Lagrangian relazation based methods (dual decomposition). The idea for these methods is cre-
ating copies of the first-stage decision variables for each scenario by adding nonanticipativity
constraints. Then we relax these constraints using Lagrangian relaxation with dual vectors
and each subproblem is a deterministic mixed-integer program. We could leverage subgradi-
ent algorithm to solve but it’s slow in practice and very sensitive to step-size choices. Cutting
plane algorithm with bundle-regularization techniques has good performance (see [149-153]).
The general idea is adding objective term or constraint to encourage/require RMP solutions
to not move “too far” in consecutive iterations. An elegant algorithm named progressive hedg-
ing [154] is used for solving primal and dual for convex stochastic programs, which is equivalent
to alternating direction method of multipliers. It can be applied to solving quadratic MIP
subproblems [155,156]. If the primal subproblem solutions are not equal when we have (ap-
proximately) solved Lagrangian dual, we have two options: find a heuristic solution or use
dual decomposition [144,157]. To reduce the number of nonanticiptivity constraints, a sce-
nario bundling approach was proposed [156,158-160]. The ideas is partitioning the scenario
set and treat scenarios within each “bundle” as a single scenario when doing decomposition.

(iii) Stochastic mized-integer programs with convex relazations. For stochastic convex program
with mixed-integer variables, to the best of our knowledge, there are only two related work. In
[161], Li and Grossmann proposed an improved L-shaped method for two-stage convex mixed-
binary nonlinear stochastic programs. They included both Benders cuts and Lagrangean cuts
in the Benders master problem. Although advantages over commercial global solvers were
shown, the convergence guarantee was not presented due to the duality gap of the Lagrangean
cuts and the integrality gap of the strengthened Benders cuts. In their other paper [162], they
proved finite e-convergence for the same problem by combining Benders decomposition with
branch and bound scheme by constructing the convex hull of the MINLP subproblem for each
scenario in closed-form.

4.2 Proposed scheme

Our scheme first develops a branching scheme applied to the master problem. Under the assump-
tion that this relaxation is convex, we can apply variance-reduced schemes to a regularized problem.
This leads to geometrically convergent sequences allowing us to resolve this subproblem efficiently.
However, this does not suffice since the tree grows in accordance with second-stage discreteness.
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Then we consider developing pruning rules that leverages problem structure across scenarios, thus
we intend to develop more efficient branching schemes. Collectively, this is expected to lead to
branching techniques that can contend with a high degree of nonlinearity. Extensions to this
scheme will allow for nonconvex relaxations.

Throughout, we assume ) has finite cardinality and define X = Z]_fHleQ N {1, 9115 Yon) -
_ _ — Q _
zy <oy < Iy, <y <Ok VE=1,..,]Q) R £ RPN mRe) 1 {(@2, 412, - -, yjqp2) -

Loy S 2 S j?ayk2 S Y2 S gk‘Qa Vk = ]-a DRI ‘Q|}a D é {(xayla “e. ay|Q‘) | HANS Sa Wk‘(yk) +Tk(l’) ﬁC
0, Vk=1,...,|9Q|}. Let z = (z,y1,..., Yjo|)- The reason for distinguishing the sets X, R and D is
that we are going to treat X directly, as a simple set. It is noted that in our problem, X is a finite

set. Hence, in short, we consider the following convex program with integer variables:

min  f(x) + Y prar(yr) = F(2).

z€XXRND .

We present a computational framework for addressing such a problem by combining the variance-
reduced stochastic approximation (VRSA) with a branching scheme. Notably, this scheme is a
stochastic approximation scheme that combines smoothing, acceleration, and variance reduction.
Such a framework is fairly adaptable and can allow for a broad range of risk-based convex models.
The algorithm can be summarized as follows:

Algorithm 6 VRSA-BB

1: initialization: f, < oo, f; + —o0; Xo < 0, Yor, < 0, Vk € {1,--- ,|Q}; (x*,y*) < 0;
2: node_list<+ (J, candidate_list<« 0;
3: Node 0 := (fu, f1, X0, Yy := (YO;C)LQZ‘l)7 add node 0 to node_list; ¢ < 1; Set number of iterations T
4: while node_list is not empty do
5: Choose a node n with smallest f,,, from node_list; fs < 00, id < 0;
6: Solve the subproblem by VRSA(X,,, Y., T), get (fm, (Tm,Ym)), Xm, Ym;
7 Remove node n from node_list;
8: if n € candidate_list then
9: Remove node n from candidate_list;
10: end if
11: if no available partitions then
12: Set fnz <_fma fnu <_fm7Xn<_Xma Y, « Y,
13: Add node n to node_list;
14: Add node n to candidate_list;
15: if f,, < f. then
16: (@*,y*) < (@m, Ym); Ju < fms
17: end if
18: else
19: if integer constraints are all satisfied then
20: id + 1;
21: end if
22: Choose a variable vy, € (Zm, ym) to branch; Let a,, be the value of v,,.
23: if v,, € z,, then
24: Add cut to X,,, and generate X,,; and X,,2, respectively;
25: for w € {1,2} do
26: Check X,,,, feasibility;
27: if feasible then
28: if id =1 and {z; = apn} C Xy then
29: Set i< i+ 1, fi, < fm, fi, < fm, Xi < Xw, Yi & Y
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30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44:
45:
46:
47:
48:
49:
50:
51:
52:
53:
54:
55:
56:
57:
58:
59:
60:
61:
62:

Add node i to candidate_list;
if f,, < f, then
(x*7y*) A (Imaym); fu  fms

end if

else
Set 4 — 14+ 1; fil — fma fiu — f57 Xz — mea Y; — Y'rru

end if

Add node 7 to node_list;

end if
end for
else

Um € Ym, find the corresponding scenario k;
Add cut to Y;,; and generate Y,,x1 and Y;,k2, respectively;
for w € {1,2} do
Check Y,k feasibility
if feasible then
Determine the feasible set of z; Add cut to X,,.;
if id =1 and {y; = am} C Yinkw then
Set i <1+ 15 fil «— fm; fiu < fma Xz — Xmun Y; < Y;nw;
Add node i to candidate_list;
if f,, < f, then
(@ y") < (@m, Ym)s fu < fms
end if
else
Set i <1 + 1; fil «— fma fiu < fsa Xz — mea sz — me;
end if
Add node i to node_list;
end if
end for
end if
end if
T+ T+ 1
end while

Algorithm 7 VRSA(X,Y,T)

— =
w N

— =

initialization: v > 0;
Read X,,, Y, T from node n; Initialize x;
fort e {0,1,...,7—1} do
Ny Lat"'lj, a > 1; Ky, < N; samples from €;
for k€ {1,2,...,Kn,} do
Solve second stage problem on Y, with z;; Return dual solution zy;
end for
1 Ky T .
z < Ilx, (wt =YV () + 77 2=t (VIk(2-1) Ztk))>7
end for
for k€ {1,2,...,]Q]} do
Solve second stage problem on Y, with z7; Return primal solution yr;

: end for
: return (f(l‘T, yT)a (zTayT))aXmYnQ

The key difference between VRSA-BB and the classical branch and bound scheme is that VRSA-BB
employs a stochastic method to solve each continuous relaxation problem. The essential is that the
second stage problem can be divided into many small problems and they can be solved by VRSA
efficiently. To prove the almost sure convergence of VRSA-BB, we need the following preliminary
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knowledge on stochastic branch and bound schemes.
In the branch and bound method the original set X is sequentially subdivided into subsets X?
generating a partition P of X (or of its part) such that (Jx,.p XP = X. Consequently, the original
problem is subdivided into subproblems
min  F(z), XP € P.
z€XPxXRND
Let F*(XP) denote the optimal value of this subproblem. Clearly, we have the optimal value of the
original problem equals
F*(X)= min F*(X?).
(X) = min F*(X?)

Before proceeding, we describe the concept of stochastic bounds. First, we need the following two
assumptions.

Assumption 11. There exist functions L : 2¥ x R — RU {—oc} and U : 2% x R — R U {+o0}
such that for each X? C X (for brevity, we use L(X?) and U(XP) denote the function value,
respectively),

L(XP) <F*(XP) <U(XP),
U(XP?) = F(Z') for some 2’ € XP x R, if U(X?) < o0

and if XP? is degenerated into a singleton then
L(X?) = F*(XP) =U(XP).

In general, in stochastic problems the bounds L(X?) and U(X?) can hardly be computed exactly.
Therefore we can only assume that some statistical estimates of L(X?) and U(XP?) can be obtained.

Assumption 12. In some probability space (£2,%,P), for each subset X? C X, there exist se-
quences of random estimates &/(XP,w), [ = 1,2,..., and n™(XP,w), m = 1,2,..., w € Q, such
that

Jim Y(XP,w) = L(XP) as.,
—00
lim n™(XP,w)=U(XP?) as..

m—r0o0
Moreover, there exists z! such that F(zL) = n™(XP,w) if n™(XP,w) < +oo, for m =1,2,...,
w € Q.

From now on, for brevity, we skip the argument w from the random indices ! and m, random
partitions P and random sets. Next, we briefly introduce a general stochastic branch and bound
framework.
Algorithm 8 SBB

1: initialization: Initial partition Py = P) = X; & = &lo(X); ng = n™(X); k = 1;
partitioning: Select the record subset Y* € argmin {&,(X?) : XP € Pi}; If minxsep, ne(XP) < +o00,
select a set X* € argmin {n(XP) : X? € P;} and a solution z* € {(z,7) : @ € Xy, F(z,7) = np(X*)};
3: if Y* is a singleton then
4: Pr = Pr-1;
5
6

N

. else
PL(YR) ={Y} i=1,2,...}, such that Y* = {J, V¥ and Y}* N Y} =0 for YF, Y} € P},i # j;
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7. Pr=(P.\YF)UP/(YF),

8: end if

9: bound estimation: For all subsets X? € Py, select estimates & (XP) = %X (XP) and ny,(XP) =
™ (X (XP) for L(XP) and U(XP);

10: deletion: P; = Py \ {X? : X? N D = 0}; k:=k+1; Go to partitioning;

Now we are ready to state the following lemma which is important to prove a.s. convergence of our
scheme. We denote by Z* = X* x R* the solution set.

Lemma 22. Suppose Assumptions 11 and 12 hold. Consider partitions following Algorithim 3. As-
sume that if a subset X' C Py for infinitely many k, then a.s. limg o0 lp(X') = limg_ 0o mp(X') =
o0 a.s.. Define recurrent record sets as those, which are record sets for infinitely many k. Then the
following holds

(i) Almost surely, there exits an iteration number ko such that for all k > ko, Yy are singletons
and recurrent, and Yy C X*; All approximate sets Xy are recurrent;

(ii) z¥ converges to Z* a.s..

Proof. (i) Please refer to [163, Theorem 3.].
(ii) Consider an approximate set Xy, where k > ko. By definition

X0 (XY < ) (v Ry,

where Y* ¢ X*. Because for all k > kg all record sets are recurrent, then by assumption, mj (Y’€ ) —
00, so ™) (YR) - U(Y*) = F*(Y*) = F*. Thus,

Due to finiteness of the partition and the finiteness of the sets, there are finite unique elements in
{X* k> ko}. According to (i), for all k > ko, X}, is recurrent, which means for each element X’ €
{X* k> ko}, we have X’ = X* for infinitely many k. We arbitrarily choose a X’ € {X* &k > ko}.
X' is recurrent, which means there is a subsequence K such that X* = X', Vk € K. Then we have

F(z)=UX) = lim X (X7 < F*

It’s clear to see that F(z') = F*. In addition, we have F(z%) = 5" (X*), then

lim  F(zF) =l ) (XY =i mi(X) (x') = F*.
bebon T ) = el T = i )

It holds for all X’ € {X* k > ko}, therefore the conclusion follows. O

Clearly, in (VSRA-BB), at each node we solve a continuous relaxation problem for the lower bound,
i.e., for all XP C X, we construct

L(XP?) = i F
)= il £
{ L(XP?) if X? is a singleton

U(XP) :=
(X 4+ oo otherwise,

where Y? € Rﬂlﬂ’ ? is the relaxation set associated with X?. For a partition P, {Y?},cp is an
admissible disjunction with set X. Thus, we have L(X?) < F*(XP) < U(XP) and L(XP) =
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F*(XP) = U(XP) when X? is a singleton. Hence, Assumption 11 is satisfied. For Assumption 12,
we first show the continuous relaxation problem is a monotone inclusion and (VRSA) can solve
this problem and generate a feasible sequence {z*} which converges to the optimal solution almost
surely. Here k denotes the number of iterations of the scheme. Then the estimates for L(-) and
U(-) are as follows

F(XP):=F(z*: ¥ e (Y? x RN D)

¢R(XP) if XP is a singleton
0 (XP) = {

+ oo otherwise.

The relaxation problem we consider is

min  f(z) + E[Q(z,w)]

ny
rESNR

where Q(x,w) is the optimal value of the second-stage problem

min q(y,w)
yER’f

subject to W(y,w) + T'(z,w) =¢ 0.
The Lagrangian dual problem of the second stage can be written in the form

max 7 T(z,w)+ inf L(y,T,w),
m=c0 yer"™

where L(y, 7, w) := q(y,w)+m W (y,w). Let us denote by A(z,w) the set of optimal solutions of the
dual problem. By leveraging the properties of the recourse function (cf. [164]), we recall Q(z,w),
0,E[Q(z,w)] = E[0,Q(x,w)] where VT (z,w) Az, w) = 0,Q(x,w). Consequently, the optimality
conditions of the first stage problem is given by

0 € Vf(x)+E[VT(z,w) Az, w)] +Ngrgm (2) =V (2).

£G(z)

We observe that V f(+) is a monotone map while G(x) is the expectation of subdifferentials, implying
that G is also a monotone map. Furthermore, Ny is a normal cone of a convex set, it is also a
monotone map.

Another important implementational and theoretical issue is the stopping criterion. Clearly, be-
cause of the stochastic nature of the bounds, a solution obtained after a finite number of observations
is, in general, an approximation. We have the following lemma regarding this.

Lemma 23. Assume that the algorithm stops at iteration s and that we can build for all X° € Py
confidence intervals [£(X®), +00) for L(X?®) such that

P{VX® C P, {(X°) < L(X")} >1-06.
Then, with probability at least 1 — 6,

F(z°)—F* < F(z°) — anqeirlla £(X7).

Proof. With probability not smaller than 1 — 0, F** > minxscp, L(X?®) > minxscp, {(X?). O
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Although the construction of the confidence interval may not be done in an explicit way, we can
choose &(-) as an estimator of {(-) and employ it in (VSRA-BB).

Algorithm 9 VRSA-BB with tolerance

1: initialization: f, < oo, f; < —o0; Xo < 0, Yor, < 0, Vk € {1,--- ,|Q[}; (z*,y*) < 0; € > 0;
2: node_list< (), candidate_list<« (J;
3: Node 0 := (fu, fi, X0, Yo := (Yok)Lﬂz‘l), add node 0 to node_list; i < 1; Set number of iterations T
4: while node_list is not empty do
5: Choose a node n with smallest f,, from node_list; fs < 00, id < 0;
6: Solve the subproblem by VRSA(X,,,Y,,T), get (fm, (Tm, Ym))s Xm, Ym;
7: Remove node n from node_1list;
8: if n € candidate_list then
9: Remove node n from candidate_list;
10: end if
11: if no available partitions then
12: Set frn, < finy frny < fm, Xn ¢ X, Yo < Yo
13: Add node n to node_list;
14: Add node n to candidate_list;
15: if f,, < f, then
16: (@, y") < (Tm, Ym); fu < fms
17: end if
18: else
19: if integer constraints are all satisfied then
20: id < 1;
21: end if
22: Choose a variable vy, € (2, ym) to branch; Let a,, be the value of v,,.
23: if v, € x,;, then
24: Add cut to X,,, and generate X,,,; and X,,2, respectively;
25: for w € {1,2} do
26: Check X ., feasibility;
27: if feasible then
28: if id =1 and {z; = an,} C X,y then
29: Seti(—i_"la fiL <_fma fiu <_fm7 Xi<_me7Y:i<_Ym;
30: Add node 7 to candidate_list;
31: if f,, < f, then
32: (@, y*) < (Tm, Ym); fu < fms
33: end if
34: else
35: Seti(*i"’la fil Hfm; fiu <;fsa XiHmea}/iHYm,;
36: end if
37: Add node 7 to node_list;
38: end if
39: end for
40: else
41: Um € Ym, find the corresponding scenario k;
42: Add cut to Y, and generate Y51 and Y,,k2, respectively;
43: for w € {1,2} do
44: Check Y,k feasibility
45: if feasible then
46: Determine the feasible set of x; Add cut to X,
47: if id =1 and {y; = am} C Yinkw then
48: Set i <— i+ 1, fi, < fm, fi, < fm, Xi & Xonw, Yi < Youw;
49: Add node i to candidate_list;
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50: if f,, < f. then

51 (@, y") < (@Tms Ym); fu < fm;
52: end if

53: else

54: Setl(—l—’_lu fiz<_fmu fiu<_f57 Xi<_me7§/;<_me;
55: end if

56: Add node i to node_1list;

57: end if

58: end for

59: end if

60: end if

61: Set f; <~ min{f,, : n € node_list};

62: if f, — fi < e then

63: Terminate;

64: end if

65: T, T, +1;

66: end while

4.3 Numerical implemenation

In this section, we report our computational experience with the proposed algorithm on instances
of two-stage stochastic integer programs from the literature. The test problems involves pure-
integer first-stage variables and mixed-binary second-stage variables and is inspired from Ahmed,
Tawarmalani and Sahinidis [142]. The test problems are generated from the following basic model:
min 0.52% + 0.523 — 1.5z; — 4xy + E[Q(z1, 22, w1, ws)]
subject to z1,x2 € [0,5] N Zy,
where
Q(x1, 2, wr,ws) := min 0.55% + 0.5y3 + 0.5y3 + 0.5y — 16y, — 19ys — 23y3 — 2814
subject to 2y; 4+ 3y2 + 4ys + 5ys < w1 — 11
6y1 + Y2 + 3y3 + 2ys < wo — T2
Y1,Y2,Y3,Y4 € {07 1}7

where (wi,ws) is uniformly distributed on Q C [5,15] x [5,15]. Hence, both stages are quadratic
programs.
In the implementation, we use several acceleration approach.

(1) Mized-integer rounding cuts. Suppose the constraints in the second-stage are linear with
mixed-integer variables with the form

c I
vERL',yEZL' : ZCj’Uj"‘ZCLjyj >bo,
jec jel

then the MIR cut is given as
ZCM* Z ajy; +b Z yj+ZLaijj > b[b],
¢j>0 &j<i)j djzgj Jel

where a = @+ |a], b = b+ |b]. Before line 11 of VRSA, we could add MIR cuts to enforce
more variables of y,s to be integer. It could significantly reduce the number of nodes.
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(2) Multiprocessing scheme with best-first strategy. We could construct a decent upper bound
after line 11 of VRSA by rounding the values of first-stage integer variables. Thus, the
best-first strategy could help improve the lower bound at each iteration. Furthermore, it can
be combined with the multiprocessing scheme which deals with multiple best possible values
simultaneously, and it reduces the running time notably.

(3) Automatic second-stage cuts. Consider the second-stage constraint
Wy, +Tx < hy,

where

12 3 45 |10 _|w
w=g 133 =l w=la)
When a variable y,,; is branched and a cut y,; < c is added, it can be noticed that if the
second-stage problem is feasible after adding the cut, then the scenario w’ with the same cut
is still feasible once h, > h,. The reason is that all elements in W are positive. Similar
arguments can be made depending on the sign of coefficients associated with each second-stage
variable.

The proposed optimization routine was implemented in Python. In the (VRSA-BB) algorithm, we
employed the CVXOPT solver to solve the projection problem. The termination tolerance for the
scheme is set at 0.01. All computations are performed on a PC with 16GB RAM and 6-Core Intel
Core i7 processor. In Table 15, we compare the cpu seconds required by the VRSA-BB algorithm
against that required by the Gurobi 9.1 mixed-integer quadratic programming solver for solving
the two-stage problem for sample sizes N = 50 to 400.

Scenario##  Integer# LB UB Time  Gurobi Solution  Gurobi Time
50 52 -51.84  -51.39 194 -51.53 0.7
100 102 -57.90 -57.36 51.3 -57.51 1.3
200 202 -61.29 -60.70 176.1 -60.96 15.6
300 302 -60.38 -59.80 418.4 -60.02 110.0
400 402 -59.71  -59.12  575.2 -59.31 2312.8

Table 15: QP with 2 integers in 1st-stage and 1 binary in each 2nd-stage
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5 Zeroth-order schemes for Stochastic MPECs

In this section, we consider the resolution of variants and stochastic generalizations of the mathe-
matical program with equilibrium constraints® (MPEC), given by

min  f(x,y)
Xy
subject to 'y € SOL(), F(x,e)), (MPEC)
xeX,

where f : R” x R™ — R is a real-valued function, F' : X x Y —- R™, X C R” and Y C R™
denote closed and convex sets, and SOL(Y, F'(x,e)) denotes the solution set of the parametrized
variational inequality problem VI(), F(x,e)), given an upper-level decision x. Recall that the
variational inequality problem VI()), F'(x, e)) requires a vector y in the set ) such that

¥ -y)!F(x,y) >0, Vye (VI(V, F(x,)))

MPECs have a broad range of applications arising in hierarchical optimization, frictional contact
problems, power systems [166], traffic equilibrium problems [167], and Stackelberg equilibrium
problems [168]. A comprehensive survey of models, analysis, and algorithms can be found in [169]
while a subsequent monograph emphasized the implicit framework [170].

The MPEC is an ill-posed generalization of a nonconvex and nonlinear program, an observation
that follows from considering the setting where ) is a convex cone in R™. In such an instance,
(MPEC) reduces to a mathematical program with complementarity constraints (MPCC) since y
solves VI(), F(x,e)) if and only if x solves CP(Y, F'(x,e)), defined as the problem of finding a
vector y such that

Yoy L Flxy)el, (CP(Y, F(x,9)))

where V* 2 {u | y"u > 0,y € Y}. When Y is the nonnegative orthant, then (MPEC) reduces to
the following MPCC.

min f(xy)
Xy
subject to 0<y L F(x,y) >0, (MPCC)
x e X.

Ill-posedness of (MPCC) arises from noting that standard constraint qualifications (such as the
Mangasarian-Fromovitz constraint qualification) fail to hold at any feasible point. This has led to
a concerted effort in developing weaker stationarity conditions for MPECs [171] as well as a host
of regularization [172-176] and penalization [177] schemes.

Yet an enduring gap persists in the development of algorithms for such problems. Despite a wealth
of developments in the field of zeroth and first-order algorithms for deterministic and stochastic
convex and nonconvex optimization, there are no available non-asymptotic rate guarantees for either
zeroth or first-order schemes for MPECs or their stochastic variants. In particular, our interest lies
in two distinct stochastic variants presented as follows.

8This section has been adapted from [165].
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5.1 Problems of interest

We focus on the problem (MPEC) where the lower-level map F(x, e) is strongly monotone over )
uniformly in x. This ensures that the solution of VI(Y, F(x,e)) is a singleton for every x € X. We
consider two generalizations of the lower-level problem.

(i) Mathematical programs with equilibrium constraints characterized by expectation-valued maps.
In many settings, the lower-level equilibrium constraint is cast as a stochastic variational inequal-
ity problem, i.e. a variational inequality problem with expectation-valued maps. Such problems
assume relevance in modeling a range of stochastic equilibrium problems; more specifically, such
problems represent the necessary and sufficient equilibrium conditions of smooth stochastic convex
optimization problems and smooth stochastic convex Nash equilibrium problems [178,179]. More
formally, suppose the variational inequality problem VI(), F((x,e)) is characterized by a map F
whose components are expectation-valued, i.e.

ElGi(x,y,¢§(w))]
F(x,y) = : : (86)

E[Gon(x, ¥, £(w))

where £ : Q@ — R% and G; : R® x R™ x R® — R. For the ease of presentation, throughout the
paper, we refer to the integrand G;(x,y,{(w)) by Gi(x,y,w). In effect, the lower-level problem
is a stochastic variational inequality problem [178,180]. In addition, the objective may also be
expectation-valued and the resulting problem is defined as follows.

win Bl Gx,y.w)

X7y

subject to y € SOL(Y,E[G(x, e,w)]), (SMPEC®®)
x e X.

An instance of the above formulation for stochastic mathematical program with equilibrium con-
straints is the case where the lower-level equilibrium problem captures the equilibrium conditions
of a convex stochastic optimization problem given by
min E[h(x,y,w)], (87)
yey
where F(x,y) £ E[Vyh(x,y,w)]. A more general instance is when a solution to the lower-level
equilibrium problem is a Nash equilibrium of a noncooperative game with expectation-valued ob-
jectives, as given by
min E[hl (X7 (Y’L’; yfi)v w)]? (88)
Yi€Yi
where ¢ € {1,...,N}, N denotes the number of players, y; € ); and h;(x, (e;y_;),w) denote
the strategy set and the cost function of player ¢ € {1,..., N}, respectively, and y_; denotes the
strategies of the other players than player ¢. Under some mild conditions, it is known that the
equilibrium conditions of the aforementioned game can be characterized as VI(Y, F(x, o)) where
YVAETIY, Y and F(x,y) 2 [IX, E[Vy,hi(x, (yi;y—i),w)] (cf. Chap. 1 in [63]).
An alternate approach for modeling uncertainty in MPECs is provided in the next model, where
the lower-level problem constraints are imposed in an almost sure (a.s.) sense [181].

(i) MPECs with almost sure equilibrium constraints. Consider a leader-follower game where the
follower makes decision y contingent on the leader’s decision x and the realization of uncer-
tainty is denoted by w. Consequently, the leader’s problem requires minimizing her expected cost
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E[f(x,y(x,w),w)] where y(x,w) represents follower’s decision, given x and w. Such a problem can
be compactly represented as (SMPEC®), defined next.

x{ryli(g) E[f(x,y(w),w)]

subject to  y(w) € SOL(Y(x,w), G(x,e,w)), for almost every w € Q (SMPEC®)
xeX.

In regimes where VI()(x,w), G(x, ®,w)) has a unique solution for any x € X and any w € 2, we may
recast (SMPEC?#) as the following implicit stochastic optimization problem where y : X x Q@ — R™
denotes a single-valued solution map.

min  E[f(x,y(x,w),w)]
x (SMPEC?)
subject to x € X.

5.2 Background

Throughout this paper, we assume that in the case of (MPEC) and (SMPEC®P), the set ) is closed
and convex in R™ and the parametrized map F(x, ) is strongly monotone on ) uniformly in x. An
analogous assumption for (SMPEC?®) requires that G(x, e, w) is strongly monotone on ) for every
w € . Since lower-level problem is strongly monotone, the solution map of the lower-level problem
is single-valued. Consequently, we may recast (SMPEC?) as the following implicit program in x.

min f(x) £ E[f(x,y(x,w),w)], (MPECmP-25)

where f(e) is assumed to be Lipschitz continuous on a closed and convex set X. In the case of
(SMPEC®P), the implicit problem reduces to

min f(x,y(x)), (MPEC™PP)
xeX
where y(x) represents the solution to a variational inequality problem VI(), F'(x,e)). Note that
this problem subsumes (SMPEC®P) by suppressing the expectation in the upper-level. We now
formalize the assumptions on the problems of interest.

Assumption 13 (Properties of f, F, X', )). Consider the problem (MPEC™P-25) or (MPECMP-eXP),
(a.i) f(e,y(e)) is Lo-Lipschitz continuous on X + noB for some 79 > 0. f(x,e) is Lipschitz with
the parameter Ly > 0 for all x € X + noB for some 7y > 0.

(a.ii) X CR™ and Y C R™ are nonempty, closed, and convex sets.

(a.iii) F'(x, ®) is a pp-strongly monotone and L p-Lipschitz continuous map on ) uniformly in x € X.

Consider the problem (MPEC™P:as),

(b.i) f(e,y(e,w),w) is Lo-Lipschitz continuous on X + 1B for every w € Q and for some 1y > 0.
f(x,e) be Lipschitz with the parameter Lo > 0 for all x € X + 1B for some ng > 0.

(b.ii) X CR™ and Y C R™ are closed and convex sets.

(b.iil) G(x,e,w) is a pp-strongly monotone and Lp-Lipschitz continuous map on ) uniformly in
x € X for every w € (. O
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We observe that the requirement that f is Lipschitz continuous on X + ngB (rather than X)) is a
consequence of employing a smoothed approximation of f in our algorithm development. A natural
question is whether the Lipschitz continuity of the objective f over X in the implicit problem follows
under reasonable conditions. The next result addresses precisely such a concern.

Proposition 7. Consider the problem (SMPEC?®). Suppose Assumption 13 (a.ii, a.iii) hold.
Suppose f (e, ,w) is continuously differentiable on C x R™ where C is an open set containing X,
and X is bounded. Then the function f, defined as f(x) 2 E[f(x,y(x,w),w)], is Lipschitz and
directionally differentiable on X.

Proof. This result follows from invoking [182, Cor. 4.3] together with the compactness of X. [

Naturally, when Q reduces to a singleton, one may obtain a similar claim for (MPEC) and
(MPEC™P:eXP) Tn a subset of regimes, f(e,y(e)) is captured by the next assumption.

Assumption 14 (Convexity of f in implicit problem). Consider any of the implicit problems
(MPEC™P:as) or (MPEC™P-e%P) Suppose f(e,y(e)) is convex on X in (MPEC™PXP) or f(e) is
convex on X in (MPEC™P:25),

We note that there has been extensive study of conditions under which the implicit function
f(e,y(e)) is indeed convex (for example, see [181-183]).

5.2.1 Stationarity conditions

While f can be shown to be convex in some select settings, the function f is Lipschitz continuous
on X in more general settings. Consequently, the problem can be compactly stated as

min h(x) = f(x, y(x)). (89)

We observe that h is a nonsmooth and possibly nonconvex function on X. In the remainder of
this subsection, we recap some of the concepts of Clarke’s nonsmooth calculus that will facilitate
the development of stationarity conditions. We begin by defining the directional derivative, a key
object necessary in addressing nonsmooth and possibly nonconvex optimization problems.

Definition 4 (cf. [184]). The directional derivative of h at x in a direction v is defined as

o 2 Jim su h(y + tv) — h(y)
Pl w) = ly—>x,t¢13 ( ¢ ) ' (50)

The Clarke generalized gradient at x can then be defined as

Oh(x) £ {£ € R" [ h°(x,v) > (€, v), Yo €R"}. (91)
In other words, h°(x,v) = sup (g,v). O
gEOh(x)

If h is continuously differentiable at x, we have that the Clarke generalized gradient reduces to
the standard gradient, i.e. Oh(x) = Vxh(x). If x is a minimal point of h, then we have that
0 € Oh(x). For purposes of completeness, we recap some properties of Oh(x). Recall that if A is
locally Lipschitz on an open set C containing X, then h is differentiable almost everywhere on C
by Rademacher’s theorem [184]. Suppose Cj, denotes the set of points where h is not differentiable.
We may then recall some properties of Clarke generalized gradients.
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Proposition 8 (Properties of Clarke generalized gradients [184]). Suppose h is Lipschitz continuous
on R™. Then the following hold.

(i) Oh(x) is a nonempty, convex, and compact set and ||g|| < L for any g € 0h(x).
(ii) h is differentiable almost everywhere.

(iii) Oh(x) is an upper semicontinuous map defined as
Oh(x) = conv {g | g = lim Vyh(xg),Ch & x — x} :
k—ro0

We may also define the e-generalized gradient [185] as
Oeh(x) £ conv {¢ : € € Oh(y), [|x — y[| < €} (92)

Under the assumption that A is globally bounded from below and Lipschitz continuous on X,
our interest in the nonconvex regimes lies in developing techniques for computing an approximate
stationary point. For instance, when h is L-smooth, then computing an approximate stationary
point in unconstrained regimes such that ||Vxh(x)| < € requires at most O(1/€%) gradient steps.
Much of the prior work in the computation of stationary points of nonconvex and nonsmooth
functions is either asymptotic [186,187] or relies on some structure [59] where the nonconvex part
is smooth while the convex part may be closed, convex, and proper. However, the question of
computing approximate stationary points for functions that are both nonconvex and nonsmooth
has been less studied.

5.2.2 Properties of spherical smoothing of f

We consider an iterative smoothing approach in this paper where a smoothed approximation of A is
minimized and the smoothing parameter is progressively reduced. This avenue has a long history,
beginning with the efforts by Steklov [188] leading to significant efforts in both convex [189-191]
and nonconvex [192] regimes. In this paper, we consider the following smoothing of h, given by h,,
where

hiy(x) £ Eyen[h(x +1u)), (93)

where u is a random vector in the unit ball B, defined as B = {u € R" | ||ul| < 1}. Throughout,
we let S denote the surface of the ball B, i.e., S = {v € R" | |[v| = 1}. We also let 7B and 7S
denote the ball with radius n and its surface, respectively. Recall that if h is locally Lipschitz over
a compact set X, it is globally Lipschitz on X. We may derive the following properties on h,,.

Lemma 24 (Properties of spherical smoothing”). Suppose h : R® — R is a continuous
function and 7 > 0 is a given scalar. Let h, be defined as (93). Then the following hold.

(i) The smoothed function h,, is continuously differentiable over X. In particular, for any x € &,
we have that

Vil (%) = (g) Eoers [h(x + v)ﬁ} . (94)

Suppose h € C%0(X,) with parameter Ly. For any x,y € X, we have that (ii) — (iv) hold.

9We note that while spherical smoothing have apparently been studied in [193], we did not have access to this
text. Part (i) of our Lemma is inspired by Flaxman et al. [194] while other parts either follow in a fashion similar to
Gaussian smoothing [192] or are directly proven.
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(i) [hn(x) = hy(y)| < Lollx = yl|.
(i) [hn(x) = h(x)| < Lon-
(iv) [[Vchy(x) = Vichy (v)[| < 25 ]1x — y]|.

(v) If h is convex and h € C%0(X,) with parameter Lo, then h, is convex and satisfies the
following for any x € X.

h(x) < hy(x) < h(x) + nLo. (95)

(vi) If h is convex and h € C%0(X,) with parameter Lo, then V h,(x) € :h(x) where € = nLy.
(vii) If h € C11(X,) with constant Ly, then ||Vyh,(x) — Vih(x)|| < nLin.

(viii) Suppose h € C%9(X,) with parameter Lo. Let us define for v € 1S

golx,v) £ () ot iCe,

Proof. (i) We elaborate on the proof sketch provided in [194]. By definition, we have that

hy(x) = Eyep[h(x 4+ u)] = /B h(x + u)p(u)du.
1

Let p(u) denote the probability density function of u. Since w is uniformly distributed in the ball

1B, we have that p(u) = m for any u € nB. Consequently,

an h(x + u)du

) = [ e+ ujplu)du = EE
n n

We may then compute the derivative Vyh,(x) by leveraging Stoke’s theorem and by defining
p(v) = m for all v.

v h (X) o v fn]B h(X + U)du Stoke’s theorem fnS h(X + U)ﬁdv . fnS h(X + ’l})ﬁd'[} Voln_l (778)
X T Vol,,(nB) Vol, (nB) N Vol,,(nB) Vol,—1(nS)
fns h(x+ v)””T”dv Vol,,—1(nS) n o n
= N D_lg v ]
Volo1(7S) | Vol,(nB) [ /ng hlx +v) ||v||p(“)d“} = e e+ o]

(ii) We have
Jensen’s ineq.
|7y (%) = by (¥)| = [Euenlh(x + nu)] — Bue[h(y +nu)]l < Buesllh(x + nu) — h(y +nu)l]
heC%9(Xx,)
< EueslLollx =yl = Lollx = ylI

(iii) Next, we show that |h,(x) — h(x)| can be bounded in terms of n and Ly.

[ (%) = h(x)| =

/ (h(x + ) — h(x))p(u)du
nB
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S[%KMX+U%—M@MMMWL

< Ly lu|lp(u)du < Lgn/ p(u)du = Lon.
7B 7B

(iv) Note that we have X + 7S C X + nB. Thus, from the definition of X, and h € C%°(X,), we

have h € C%%(X + 1S). As such, we have

[Vcho(3¢) = Vchy(3)l| = || 3Evess [Gx +0) gty | = 5Eues [hly + o)y |
< 2Eoeqs [ (hx+v) = h(y + o)y

L L
L% | — y|Byeys | f2] = 222 0x - vl

A

IN

(v) First, note that from h € C%%(X,), we have that h € C%0(int(X;)). Noting that int(X;) is
an open set, from part (b) of Theorem 3.61 in [59], we have that ||g|| < Lo for all x € int(X),) and
g € Oh(x). The desired statements then follow from part (a) and part (b) of Lemma 2 [195].

(vi) From part (v), function h, is convex and h(y) + nLg > hy(y) for any y € X. Thus, for all
X,y € X we have

h(y) +nLo 2 hy(y) = hy(x) + Vhy(x)" (y = x) = h(x) + Vhy(x)" (y - x).

(vii) Note that we can show that fnS vl 'py(v)dv = %I. We may then express V, h(z) as

Vo) = 3 ([ (o)) 9anto) = 3 ([ 7 Fhm o )
=3 ([, 27900 pto ) = BB [(9h000) ]

where the third inequality follows from ||v|| = 7 for v € S. From this relation, part (i), and by

3

recalling that 2E,cps [h(x)ﬁ = 0, we can write

IVt (0) = V(o) = [ Eueqs [(hx+ ) = h(0) gig | = SEvers [(VAG9") i |
UEueys [nlx +v) = h(x) - Vh(x)To|
"Eyens [Lillv]|*] = nnLi.

IN

IN

(viii) We observe that for any x, Eyeps||g,(x,v)||?] may be bounded as follows.

I+ 0) — )l
Euersllgn(x, o) / o (v

SQ/memwmsﬁ/m@mzﬁ%
n nS nS
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Remark 5. Local vs global smoothing: Gaussian smoothing as employed in [192] allows for un-
bounded random variables as part of the smoothing process. However, this precludes contending with
compact regimes which we may require to impose Lipschitzian assumptions. Furthermore, in many
settings, the domain of the function is compact and Gaussian smoothing cannot be adopted. Instead,
local smoothing requires that the smoothing random variable have compact support. In [190, 195],
we examine smoothings based on random variables defined on a cube or a sphere. However, most
of the results of the previous Lemma are novel with respect to [195].

We intend to develop schemes for computing approximate stationary points of (89) by an iterative
smoothing scheme. However, this needs formalizing the relationship between the original problem
and its smoothed counterpart. Before proceeding, we define e-Clarke generalized gradient of h,
denoted by 0.h(x) at x, as follows [185].

Och(x) £ conv {¢ | £ € Oh(y), [ly —x] <} (96)

It was first shown by Goldstein [185] that dch(x) is nonempty, compact, and convex set.

Proposition 9. Consider the problem (89) where h is a locally Lipschitz continuous function and
X is a closed, convex, and bounded set in R".

(i) For any > 0 and any x € R", Vh,(x) € 02,h(x). Furthermore, if 0 ¢ 0h(x), then there exists
an 7 such that Vyh;(x) # 0 for 7 € (0, 7).

(ii) For any n > 0 and any x € X,

[0 € Vxhy(x)+Nx(x)] = [0 € daph(x) +Nx(x)]. (97)
Proof. (i) and (ii) represent a constrained counterparts of [196, Prop. 2.2 and Cor. 2.1]. O

Lemma 24 (v) provides a statement that relates the true objective to its smoothed counterpart
in convex regimes. This provides an avenue for developing finite-time schemes for computing
approximate solutions to the original problem. Prop. 9 (iii) provides a relationship in settings where
h is locally Lipschitz; in particular, it is shown that if x satisfies stationarity of the n-smoothed
problem, it satisfies a suitable 2n—stationarity property for the original problem.

5.3 An implicit zeroth-order framework

In this section, we present and analyze a zeroth-order framework for contending with (MPEC™P:xP)
and (MPEC™P2), The remainder of this section is organized as follows. In Section 5.3.1, we
introduce an implicit zeroth-order scheme that can allow for progressive reduction of the smoothing
parameter and can accommodate inexact solutions of the lower-level problem. To address settings
where the implicit problem is convex, we derive rate and complexity guarantees for an iteratively
smoothed gradient framework in Section 5.3.2 when the lower-level problem is either inexactly or
exactly resolved. We extend this framework to accommodate a smoothed accelerated scheme in
Section 5.3.5.

5.3.1 An implicit zeroth-order scheme

Since the function f(e,y(e)) is merely Lipschitz continuous, we employ a zeroth-order frame-
work that relies on computing a zeroth-order approximation of the gradient. Given the function
f(x,y(x)) and a scalar 1, we consider a spherical smoothing of f,(x,y(x)) based on (93), defined
as follows:

Fo(%,¥(x)) £ Eues[f (x + nu, y(x +1u))], (G-Smooth)
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where v is uniformly distributed in the unit ball B. Let g, (x) denote a zeroth-order approximation
of the gradient of f,(x,y(x)). Invoking Lemma 24, one choice for g, is given by the following for
any X.

an(x) = <Z> Evers [(f(X+ v, y(x+0)) - f(XJ(X)))v] ' (98)

o]

Naturally, g,(x) is challenging to evaluate and a common approach has been in utilizing an unbiased
estimate given by g,(x,v) defined as

gn.N(x,0) & (Z) [(f(x+ v, y(x +HUU)|)| - f(X»Y(X)))v] '

(99)

Given a vector xg € X, we may employ (99) in constructing a sequence {xj} where x;, satisfies the
following projected stochastic gradient update.

Xpt1 = Uy X — Y9y (Xk, vg)] - (100)

The scheme (100) has been studied for addressing nonsmooth convex and nonconvex optimization
problems [192] while unconstrained nonconvex regimes were also examined in [197]. In particular,
in the work by Nesterov and Spokoiny [192], zeroth-order randomized smoothing gradient schemes
are proposed under a single sample with a fixed smoothing parameter n with the assumption that
the smoothing random variable v has a Gaussian distribution. Importantly, a direct adoption of
such smoothing schemes to address the hierarchical problems studied in this work is afflicted by
several challenges.

(i) Lack of asymptotic guarantees. When 1 > 0, the scheme generates a sequence that is convergent
to an approximate solution, at best. In addition, the choice of 7 is contingent on accurate estimates
of other problem parameters (such as Ly), in the absence of which, 7 may be chosen to be extremely
small. This often afflicts the practical behavior of the scheme. Moreover, employing a fixed n
precludes asymptotic convergence to the true counterpart. Instead, in most of our schemes, we
employ a mini-batch approximation of g,(x), denoted by g, n(x) and defined as

N
a 22 j=19n(%,v5)

gn,N (%) = N (101)

Furthermore, we replace a fixed 1 by a diminishing sequence {7y}, the resulting iterative smoothing
scheme being articulated as follows.

X1 = Iy (X — Vg, (X5)] - (102)

(ii) Unavailability of exact solutions of y(x). Even if y(e) is a single-valued map requiring the
solution of a strongly monotone lower-level problem, computing a solution to this problem is not
necessarily cheap. As a consequence, our scheme needs to account for errors in the computation of
G (X1), denoted by €. As a consequence, the resulting scheme is defined as follows.

Xpt1 = oy Xk — V(G N (X5) + €8)] - (103)

For instance, when considering problems of the form (SMPEC®P), exact solutions of y(xy) are
generally unavailable in finite time. Instead, one can take ji steps of a standard projection scheme.

Vit =y [y; — BiF (xk,y5)] , J=1 Jk (104)
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& 2t Gxesyiws)
M.

where F(xg,y;) £ . When using such a variance-reduced scheme, log(1/e;) steps of

the above scheme are required to obtain an €j-solution of yy.

(iii) Bias in €. A key issue that arises from (ii) emerges in the form of bias. In particular,
Gne,Ni (Xk) + € 1s not necessarily an unbiased estimator of g,, (x). Further, it remains unclear how
the bias and variance of gy, n,(xx) + € propagate through this framework (103)-(104) as v, 1,
and Ny are updated iteratively in the outer loop (103). Consequently, in the development of the
inexact smoothing scheme (103)-(104), it remains critical to design prescribed stepsize, smoothing,
and sample-size sequences to control the accuracy of the estimator gy, n, (xx)+€; and consequently,
ascertain the convergence of the generated iterate to an optimal solution of the underlying MPEC.
This concern will be examined in detail in the subsequent sections.

5.3.2 Convex regimes

In this subsection, we consider resolving the implicit formulations when the implicit function is
convex. As we pointed out earlier, the convexity of the implicit problem often holds in practice
(cf. [181-183]). We first consider the inexact case where the exact value of y(e) is not necessar-
ily available. We then specialize our statements to settings where exact solutions of lower-level
problems can be employed. The next result is used in deriving the convergence rate results.

Lemma 25 (cf. Lemma 10 in [180] and Lemma 2.14 in [198]). Let ¢ and N be arbitrary integers
where 0 < ¢ < N — 1. The following hold.

N+41 N-1 1 1 N
(a) 1H<z+1> < Dk=t 1 S m“n(m)-

= N41)l— N N41)l -
(b) If 0 < o < 1, then for any N > 27—« — 1, we have % <> o (k+11)a < ( 1_)a .

5.3.3 An inexact zeroth-order scheme

We now delve into developing and analyzing an inexact zeroth-order method for resolving the
implicit variant of (SMPEC®®), i.e. (MPEC™P-®*P) where the lower-level problem is complicated
by the presence of expectation-valued maps, i.e., F' is defined as (86) and satisfies Assumption 13
(a.iii). In such an instance, obtaining y(x) is impossible in finite time unless the expectation can be
tractably resolved. Instead, by employing stochastic approximation (SA) methods for addressing
the lover-level problem, we consider the case where we have access to an approximate solution
Ve, (X1) such that

E[llye, (x) — y() 1 | x1] < ek, where y(xy) € SOL(Y, F(xg, o). (105)
As a consequence, we may define an inexact zeroth-order gradient mapping gy (x,v) as follows.

n(f(x+v,ye(x+v)) = (% ye(x))v
[[vlln

Gn.e(x,0) 1= , (106)

where v € 1S and y,, (xi) is an output of a variance-reduced stochastic approximation scheme. The
outline of the proposed zeroth-order solver (ZSOL) is presented in Algorithm 10 while an inexact
solution of y(x) is computed by Algorithm 11. We impose the following assumptions on v and the
lower-level evaluations G (X, y¢, we,)-

Assumption 15. Given a sequence {7}, let v € R™ be generated randomly and independently
from S for all £ > 0.
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Assumption 16. Let the following hold for all K > 0,¢ > 0, and 1 < ¢ < M,.
(a) The random realizations wy; are independent and identically distributed.
(b) E[G(ﬁka}’uwe,t) | Xk, i) = F(Xp, yt)-

(c) E[|GXi, ye,wee) — F(xi, yo)I? | xp,y4) < vgllyel?

+ Vé for some vy, vg > 0.

Algorithm 10 ZS0L: Inexact zeroth-order method for the convex case

1. input: Given xg € X, X := Xy, stepsize sequence {7}, smoothing parameter sequence {n},
inexactness sequence {ex}, r € [0,1), and Sy :=

2: for k=0,1,..., K —1do

3 Call Algorithm 11 to obtain ye, (xx) := ¥y,

4: Generate a random realization vy € NS

5 Call Algorithm 11 to obtain y, (xx + vk) =y,

6 Evaluate the inexact zeroth-order gradient approximation as follows.

n (f(Xp + Uk, Ve, Xk + V) — f(X, Y (X)) Uk

Iniex (Xk) Uk:) =

[0l
T: Update x;, as follows. x;11 = Iy [Xt — YiGnp,er (Xk» V)]
Update the averaged iterate as follows.
_ SkZTr+v, X
Skt+1 = Sk + Ver1 Ty = %ﬂlm (107)

9: end for

Algorithm 11 Variance-reduced SA method for stochastic VI in the lower-level

1: input: An arbitrary yo € ), vector Xj, scalar p € (0, 1), stepsize a > 0, mini-batch sequence
{M;}, integer k, and scalar 7 > 0

2: Compute t := [71ln(k + 1)]
3: fort=0,1,...,tx — 1 do
4: Generate random realizations of the stochastic mapping G(Xj,y+,wey) for £ =1,..., M,
5: Update y; as follows.
My g

yis1 =1y |y — aZgzl (J\’ZJ@W,O
6: end for
7: Return yy,

Before analyzing ZSOL, we review the properties of the exact zeroth-order gradient denoted by
gn(x,v) and show that the exact zeroth-order gradient is an unbiased estimator of the gradient of
the smoothed implicit function. We then derive a bound on the second moment of this stochastic
gradient under the assumption that the implicit function is Lipschitz.

Lemma 26. Consider (MPEC™P**P) and suppose Assumption 13 holds. Given x € X and 5 > 0,
consider the following zeroth-order mapping for v € S and k£ > 0.

gn(X; U) A (ﬂ) (f(X + U?Y(X + U)) — f(X,y(X))) U. (108)

o]
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Then, V f,(x,y(x)) = E[g,(x,v) | x] and E[[|g,(x,v)|* | x] < Lgn? almost surely for all k > 0.
Proof. The two results follow from Lemma 24 (i) and (viii), respectively. O

We are now ready to present the properties of the inexact zeroth-order gradient mapping.

Lemma 27 (Properties of the inexact zeroth-order gradient). Suppose Assumption 13
holds. Let g, (x,v) be defined as (106) for v € 1S for n,e > 0. Suppose E[|ly(x) —y(x)|* | x] <e
almost surely for any x € X'. Then the following hold.

(a) E[llgy.(x,v)]? | x] < 3n? (“OE + L?) almost surely.

(b) E [Hgn,e(xw) — gn(x,v)H | x] < 4Lgn ° almost surely.

Proof. (a) Adding and subtracting g, (x,v) defined by (101), we obtain from (106)

TZ X, UX|’+U Ye(x—i-v’)‘)v”nf(x—kv,y(x—kv))v) o) + <n(f(x,y(x))HgHg(x,yE(x)))v) H
< H( XHwe(x+v)||)vﬂnf(x+v’ﬂx+v)))v>H T llgn (%, )]

| (A )|

LG+ v,y (x + ) = F(x+ v,y (x+ ) [l
<( i )+ L.l
G y(3)) = £, ye() [l
i < nll >

§ (iouy6<x+v> —y<x+v>||n> ool + <Jiouye<x> —y<x>||n) |
n

Ui

Invoking Lemma 26, we may then bound the second moment of | g, (x, u)]|| as follows.

<E3n2||y€(x +0) — y(x + v)ll2>

E[llgn.e(x,v)|* | x] < 3E +3E [||977(X7U)||2 | x

| x
2

72n2 . . 2 I2n2
( 32y <>;g y(x)| ) |X] §6< i €>+3Lgn2,

(b) Next, we derive a bound on ||g, (x,v) — g5 (x,v)]|.

+ 3E

| gn.e(%,v) — gn(x,v)||

H( fE+v,y(x+0)) - f(X7YG(X)))U> _ <N(f(X+07Y(X+U)) - f(X,Y(X))v> H

- H( Fx+0,y(x +vv)77)vnf(X+v,Y(X+v)))v) n '(f(x,y:](X?;)vnf(X,y(X))> UH

. (ion\ye<x+v> —y<x+v>u> . (ion\ye<x> —y<x>u> |
n n

4E%n26
72

It follows that E [||g,7,€(x, v) — gn(x,0)]1% | x] <
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We make use of the following results in the convergence and rate analysis.

Lemma 28 (Lemma 2.11 in [198]). Let {Xjx} be generated by Algorithm 10. Let us define the
L— for k € {0,...,N} and N > 0. Then, for any N > 0, we have Xy =

3=07;
Z]kvzo ok, NXg. Furthermore, when &' is a convex set, we have Xy € X.

weights oy N =

Lemma 29 (Theorem 6, page 75 in [199]). Let {u;} C R™ denote a sequence of vectors where
lim¢ o0 ur = @. Also, let {a;} denote a sequence of strictly positive scalars such that >~ 22 ) oy = c0.

Suppose v € R™ is defined by vy = % 0% for all k > 0. Then, hm v = 1.
t=0 At

We are now in a position to develop rate and complexity statements for Algorithms 10-11. The
algorithm parameters for both schemes are defined next.

Definition 5 (Parameters for Algorithms 10-11). Let the stepsize and smoothing sequence in
Algorithm 10 be given by v := 2= and 7 := \/;%, respectively for all & > 0 where 79 and

Vk+1
1o are strictly positive. In Algorithm 11, suppose a < My := [Myp~t] for t > 0 for some

ur
2L2 9

202 _ .
0 < p < 1 where My > L—% Let tg := [71n(k + 1)]| where 7 > ln(max{lqump}). Finally, suppose

r € [0,1) is an arbitrary scalar.

Theorem 30 (Rate statements and complexity results for Algorithms 10-11). Consider
the sequence {X;} generated by applying Algorithm 10 on (MPEC™P*XP) Suppose Assump-
tions 13— 16 hold and algorithm parameters are defined by Def. 5.

(a) Suppose x;, € X and let {y;, } be the sequence generated by Algorithm 11. Then for suitably
defined d < 1 and B > 0, the following holds for t; > 1.

Elllyt, —y(&i)|*] < e 2 Bd'™.

(b) For all K > 27— — 1, we have

+
Dy 2Dx70+ ﬂ + 210 Lo + 3n* Lo 1

+ .
"0 1—r VK +1

c) Suppose 79 = O(—) and r = 0. Let € > 0 be an arbitrary scalar and K. be such that
nLg

E [f(XKe’y(iKe))] - f* é €. Then7

(c-1) The total number of upper-level projection steps on X is K, = O (n2Lge_2 .

c-2) The total sample complexity of upper-level evaluations of y(e) is O (n?L3e?2).

0

(c-3) The total number of lower-level projection steps on Y is O (n?L3e ?1In (nLoe!)) .

(c-4) The total sample complexity of lower-level is O (n*"L37e ") where 7 > 1 — 71n(p).

Proof. (a) We denote the history generated by Algorithm 11 by F; = U;;% Ué\/[:jl {we;} for t > 1,

_ M, .
and Fo = Ué\iol{wgvo}. Let us define F(Xy,y;) = > G(j\)}iz’yt’wvt) for t > 0 and £ > 0. We also
define the errors A; £ F(Xg,y:) — F(Xk,y:) for t > 0. Next, we estimate a bound on the term

E[||A¢||? | 7). From Assumption 16 we have
2
| ft]

E[|Ad* | 7] =E s

H SM (G (R v i)~ F (i)
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My
- . 2 gllyel*+12
= MLEE Z ||G(Xk:7yt7w€,t) - F(Xk7yt)H | ‘Ft < W (109)
/=1

From y(xx) € SOL(Y, F(Xg,»)), we have y(x) = Iy [y(Xx) — aF(Xg, y(Xg))] for any o > 0. We
have
[yers = y(&)l1? = 1My [ye — aF (X, yo)] — Uy [y (e) — aF (e, y (%)) ||

<yt — aF (i, yi) — y (%) + oF (%, y (%)) |

= |ly: — aF (Xk, y1) — @y — y(X) + aF (X, y (%)) ||

= lye = y&i)|1? + 2| F (R, ye) — F (R, y (30)) 12 + o[ A2

—2a(y; — y(%) " (F(Xk, y1) = F(Xk, y(Xi)))

—20(y; — y(%z) — aF (X, yi) + aF (%5, y (X)) T A
Taking conditional expectations in the preceding relation, using (109), and invoking the strong

monotonicity and Lipschitzian property of the mapping F' in Assumption 13, we obtain

2
N N +
Elly1 — yGe)[2 | Fi] < (1 - 2pra+ a?L3) [ly: — y(ke) |2 + 22006 42,

Taking expectations on both sides, we obtain

— — & XE)+Ty(x +v2
Elllye+1 —y&Ei)?] < (1 —2ppa+ o®L%) E [Hyt— (%)% + VEly:—y (% k)t-Y( DI 2
~ 2v. b'd v
(1 2ppa+a2l/F+ S a )]E[||Yt—Y(Xk)||2] %3”*6042'

2 I 2 2
Let A & 1 —2pupa+a’l + a and recall that A; £ %az for t > 0. Note that since

My > L2 and that a < 2’2"; , we have A <1 — upa < 1. We obtain for any ¢ > 0

t
Blllyer =y () [ < A lyo = y (eI + XA,
j=0

t
< Xy = yGR)IP + atmax{n ' 3 (mubrat)™
j:

~ Ap(max{\,
< X lyo () I” + =inpeg ey < BT

Note that without loss of

where d £ max{\, p} and B & supycy ly — yoll*> + max{)\’p}/\fmin{)\’p}.

generality, we assume p # .
(b) Note that from the compactness of the set X and the continuity of the implicit function, the
set X'* is nonempty. Let x* € X be an arbitrary optimal solution. We have that
2 2
l[Xk+1 — X*H2 = || [x) — Ve Gni ex (x> vg)] — o [x*]||” < [lxx — Yie9nk ek (xks vr) — x|
= Ik = 12 = 2901 = X*) g er (% 08) + 97 G e (ks ) |2
= ka - X*HQ - 2’Vk(xk - X*)T(gﬂk (kavk) + wk) + 7]%‘|g77k76k(xk7vk)"2a

where we define wy, = Gnprer (Xks Vi) — g, (Xi, vg). Taking conditional expectations on the both
sides, and invoking Lemma 26 and Lemma 27 (a), we obtain

E [lxp1 — x*|* | Fi] < [1xk — x*|12 = 29 (x — x*) TV f, (x5, ¥ (x1))
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o o A e (25 1)

T

Invoking the convexity of f,, , bounding —2v(x; — x*)" wy, and rearranging the terms, we obtain

2% (fo (00 ¥ (00)) = Fi (K5, (X)) < llxp = %2 = B g1 = x| | Fi]
2I.2
Rl — %2 + E [lugll? | 7] + 3027 (2= + 13)

From Lemma 27 (b) we obtain

2% (fo (%, Y (x0)) = fe (7, 3y () < I = 7|7 = E [[lcir — x| | Fi]
72,2
= |2 + S 4 32y (2 4 13).
k

From Lemma 24 (v) we have that f(xg,y(xx)) < fi, (x*, ¥(x*)) < f* 4+ mxLo. From the preceding
two inequalities we obtain

2y (E [f (xk, y (xx))] — f7)
* * * L
<E [lIxe = x*[*] = E [lIxk+1 — x*||*] + %E[llxk — x*|1*] + (4 + 675) On %+ 2y Lo + 3n* L3z

Next, we derive a bound on 4. From part (a) and the update rule of 7, we have

M
e _ [ _ek (maX{Aﬁp})th(k+1)2) 2
o (nw )7’“ ( 33 Tk (110)

-2

Note that from a < 2“;; and My > L2 , we have A\ < 1—pupa. Thus, we have 7 > ] >
m. From ty :=[rIn(k+1)] > 7ln(k+ 1) and 7 > m we have that

(max{\, p})™* (k+1)? < ((max{X, p})" 2)ln(k+1) < (max{\, p})"e? < 1.

This relation and (110) imply that ;—’; < (n237 2> v2. Also, note that since X' is bounded, there exists
k 00

a scalar Dy £ 3 supycy [|[x — x*||%. Therefore, we obtain

2% (B [£ (¢, ¥ (xi))] = %) < E [l = X" = E [llxe11 = x"[1] + 27700,

2 r—1
where 6y £ Dy + (2—;;1%)19 + "%0 + 1.5n2L%. Multiplying both sides by sz , we have that
,Yr—l
Ve B Lf (xhy y(xp))] = f7) < k2 (B [lIxx = x[1”] = E [lIxk+1 = x*[]) + %" 6o (111)

Adding and subtracting the term QU

Vi (E [ (xr,y(xx))] — f7)

E [||[xk — x*||*], we obtain

AT . r—1 . _ i Efllxk — x*||?

< B oy — ]~ 2o (s — ] (o =gty S g
,YT—l ,77’71

< Bt [, — 7] — KB [ — 2] + (3"~ 247)) Do 4460
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Summing both sides from £ =1,..., K we obtain

r—1
* 7 * r— r
ka Pk, y (x0))] = £7) < - [[x1 = x7|*] + (i =5 )Dx+9027” :
k=1
Writing (111) for k := 0 we have
r—1
r * Y * * r
7% (B £ (x0, y(x0))] = ) < == (E[lxo = x*II”] = E [[x1 = x"|I*]) + 79" o-

Adding the preceding two relations together and using the definition of Dy, we obtain
K
Sk ([ G y ()] — 1) < D+ 0o Zym‘

From the definition Xz = fozo o, kX, in Lemma 28 and applying the convexity of the implicit
function, we obtain

Dxvy L+ 0o Zk -0 ’YHT
Zk:o Vi

Substituting v := \/ﬁ and invoking Lemma 25, we obtain

Elf(xk,y(Xn))] = f* <

Dy K 4 1)0°0-7) 4 g ,},1+rw

_ _ N 1-0.5(1+
Ef (%, y(&r))] - f* < e —
Y0 2—r
2+3+2)B

N e ae AN
<@2-r +
B ) Y0 1—r VK +1

(2+3 70) 272

@ ) Dy N 2(Dxvo + ~—— +noLo + 1.5n LQ’YO) 1

= el —_— .
70 1—r K+1

(c) The results in (c-1) and (c-2) follow directly from part (b) by substituting 7y and r. To show
part (c-3), note that in Algorithm 10, we have t; := [7In(k + 1)]. From part (b), we require the
following total number of iterations of the SA scheme.

Ke+1

QZtk—QZTlnk—l-l )] <2(Ke+1) +2ern

Ke+1
2(Ke+1)+ 27’/ In(z)der <2(K.+ 1)+ 27 (K4 2)In (K +2)
2

<dmax{7,1} (Kc+2)In (K, +2).

The bound in (c-3) follows from the preceding inequality and the bound on K, in (c-1). To show
(c-4), note that the total samples used in the lower-level is as follows.

Ke Ke Ke Ke ot K p—Tln(k—H)
23 3w =a S e <03 5= (3 ) =0 (L)
k=0 p

k=0 t=0 k=0 t=0 k=0 t=0 k=0
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Ke (7—1)In(k+1) S (k+1)™! K7
<o (%) o (e ) o)

k=0 k=0

where 7 > 1471 ln(%). The bound in (c-4) follows from the preceding inequality and the bound on
K¢ in (c-1). O

5.3.4 A zeroth-order scheme for addressing the exact regime

In this subsection, we consider the case where an exact solution of the lower-level problem is
available. We develop a zeroth-order method where the gradient mapping is approximated using
two evaluations of the implicit function. Similar to the inexact setting, we allow for iterative
smoothing and provide the convergence analysis in addressing the original implicit problem. the
outline of the scheme is provided by Algorithm 12.

Algorithm 12 Zeroth-order method for exact regimes

1. input: Given xg € X, X( := Xy, stepsize sequence {7}, smoothing parameter sequence {n},
r €10,1), and Sp := g
2: for k=0,1,..., K —1do

3: Generate a random realization vy € NS
4: Evaluate y(xx) and y(xx + vk)
5: Evaluate the zeroth-order gradient approximation as follows.

n(f(xXp + vk, y (X + k) — f(Xk, y(Xk)) vk
”UkHUk

Iy, (Xpe, Vk) 1=
Update x;, as follows. xj11 = Iy X — Yk, (Xk, V)]
Update the averaged iterate as follows.

SkTr+Vp11Xk+1

e T - R
Sk‘+1 - Sk + f)/k—l-l? Th+1 = Sk+1

8: end for

We make use of the following lemma in the convergence analysis in this subsection (cf. [68]).

Lemma 31. Let vg, ug, i, and [ be nonnegative random variables, and let the following relations
hold almost surely:

o oo
E|:U]g+1 | fk] < (1+oap)vg —up + B forall k, Zak < 00, Zﬁk < 00,
k=0 k=0

where Fj, denotes the collection vy, ..., v, ug,...,us, &g, ...,k Bo,-.., k. Then, we have almost
surely limy_,, v = v and ZZO:O uy, < 00, where v > 0 is some random variable.

In the following, we derive non-asymptotic convergence rate statements and also, show an almost
sure convergence result for the proposed zeroth-order method in the exact regimes.

Theorem 32 (Rate statement and complexity result for Algorithm 12). Consider the
problem (MPEC™P**P)  Suppose Assumptions 13— 15 hold. Suppose {X;} denotes the sequence
generated by Algorithm 12 in which the stepsize and smoothing sequences are defined as 5 :=

84



(kjriol)a and 7 := (szol)b? respectively, for all k¥ > 0 where =y and 7 are strictly positive. Then, the
following statements hold.

1
(a) Let a =0.5 and b € [0.5,1) and 0 < r < 2(1 — b). Then, for all K > 27" — 1 we have

2n2
E[f (i, y(xi))] = £ < @ =) (20 + 520 ) Shs 2 - ) (285) e

In particular, when b:=1 — § and r» = 0, where § > 0 is a small scalar, we have for all K > 1

E[f (e, y (%)) = /<2 (22 + Ldntao) o + (2822 s

(b) Let a := 0.5, b = 0.5, r =0, 79 := Dx and ny < v/Dxn. Then, the iteration complexity

nlg
in projection steps on X for achieving E [f(Xk_,¥(XK.))] — f* < € for some € > 0 is bounded as

follows.

64n2L2Dy

K. > =

€

(c) For any a € (0.5,1] and b > 1 — a, there exists x* € X* such that limj_ . ||Xr — x*||> = 0
almost surely.

Proof. (a) Let x* € X* be an arbitrary optimal solution. We can write:
kst = %1 = T [k = Yieg (6, 00)] = T TP < M1k — Y, (i, v8) = %7
= [l = x* 1 = 2y (3 = %) gy (x, 08) + V2 gy (i, 00 [

Let the history of the method be denoted by Fi = {vg,v1,...,v5_1} for k& > 1 where Fo = {vo}.
Taking conditional expectations on the both sides and invoking Lemma 26, we obtain

E [l[xr1 — %1% | Fie] < lx = %1% = 290 (e — )TV fyp (¥ (30)) + 7 L.
Invoking the convexity of f;, , we obtain
E [[[xk41 = X7 | Fi] < llxw = x5 = 29 (o %k y (}8)) = fin (@, y(29))) + 72 Lgn®. - (112)
Taking expectations from both sides of the preceding relation and rearranging the terms, we obtain
2%k (B [for (xi, y (x0))] = fi (5 3 (x9))) < E [llxr, = x*1°] = E [[|x41 = x[”] +27Lgn>.
From the Lipschitzian property of the implicit function and Lemma 24 (v), we have that
So 5y (%)) < F(x5, y(2")) + meLo- (113)
From the preceding two inequalities and that f(xx,y(xx)) < fi, (Xk, y(Xk)), we obtain

29 (B [f (xi, y (1)) = %) S E [l — x*|°] = E [llxh1 — x*||*] +27Lgn® + 2 Lo.

r—1

Multiplying both sides by 7’“2 , we have that

r—1

Vi
2

Ve (ELf (ny y (1)) = f7) < (E [llxx = x*[*] = E [IIxr1 = x"1]) + 0.5 Lin® + v Lo-

(114)
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-1

2 —E [ka — X*||2], we obtain

Adding and subtracting the term ~
Ve ELf (xey(xk))] = f7)
r—1

,}/ r—
k— 1E U|Xk o X*H ] 7]@2

1
E [[Ixk1 —x*|12] + (vt = 7577) Da + 0.5v T Lin? + vk Lo.

Summing both sides from k£ =1,..., K we obtain

r—1

ka Foxy ()] = £9) < BB [l = x|] + (5" =) Dae

K K

+0.5L2n? Z 7+ Lo Z Vi
k=1 k=1

Writing (114) for k := 0 we have

r—1

0 (E[f (x0,¥(x0))] = f*) < %2 (E [llxo = x|} = E [llx1 = x*||*]) +0.5% " Lin* + 1gno Lo

Adding the preceding two relations together and using the definition of Dy, we obtain
K
Z’Yk S, y(xx))] = f7) < Dxvy +05L3n2271”+L027277k-
k=0 k=0

From the definition Xy = Zszo ok, xkX), in Lemma 28 and applying the convexity of the implicit
1

function, for all K > 27- — 1 we have

Dt +05L3n% S p o e + Lo Yoo Vatlk
Ek:o Ve

Substituting v := \/W and 7y : = +1)b’ and invoking Lemma 25, we obtain

E[f(xr,y(xn))] = f* <

1-0.5(147r) 1-0.57—b
D™ (K +1)°5077) 4 0.5 032 B o o qme Lo S o —

E[f(XKaY(XK))] - f* < - (K+1)1-057

70 2—r

1—r

D L2n2'y 1 L 1
< (2 — 7") <’yi(/‘)¥ + 070) VE+1 + (2 - T) (17%().579717) (K+1)b-

(b) Under the specified setting, from part (a) we have

E (7 (e, y (5x0))] — I* <2 (22 + Linyo ) ey + (Bmbe)

= 2(nLov/Dx + an/DX)\/% +

_ 8nLovDx
o K11 —©

This implies the desired bound.
(c) Consider relation (112). Invoking (113), for all £ > 0 we have

Efl|xp+1 = x| | Fr] < Il — %[ = 290 (f (i, ¥ (xk)) = £*) + 2mmLo + v Lgn®.
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Note that we have Y52 72 < oo and Y ey kM < o0 since b > 0.5. Thus, in view of Lemma 31, we
have that {||x;—x*||*} is a convergent sequence in an almost sure sense and Yoo o Vi (f (Xk, ¥ (X1)) —
f*) < oo almost surely. The former statement implies that {xy} is a bounded sequence. Further, the
latter statement and > 2, v& = oo imply that liminfy_,o f(xk, y(xx)) = f*. Thus, from continuity
of the implicit function, there is a subsequence of {x;} for & € I with its limit point denoted by x
such that X € X*. Since {||x —x*||?} is a convergent sequence for all x* € X'*, we have {|x; —%|*}
is a convergent sequence. But already have that limy_,eo, kex [|Xk — X||> = 0 almost surely. Hence
limg_ 00 ||Xx — %[|2 = 0 almost surely where x € X*. Next, we show that limg_,. [|[Xx — %[> = 0. In
view of Lemmas 28 and 29, it suffices to have "7 75 = oo or equivalently, we must have ar < 1.
This is already satisfied as a consequence of a € (0.5,1] and r € [0,1). O

5.3.5 Accelerated schemes

In this subsection, we consider an accelerated scheme for resolving the problem (SMPEC®), whose
implicit form is defined as

min f(x) = E[f(x,y(x,w))] (115)

where y(x,w) is the unique solution of an w-specific strongly monotone variational inequality prob-
lem parametrized by x. Note that to ease the exposition, we consider the slightly simplified version
of (SMPEC?#) in which the uncertainty only arises through the lower-level decision y(x,w). The
deterministic counterpart of this problem is the standard MPEC in which the lower-level problem
is a parametrized strongly monotone variational inequality problem. While the previous subsection
has considered a standard gradient-based framework, we consider an accelerated counterpart mo-
tivated by Nesterov’s celebrated accelerated gradient method [36] that produces a non-asymptotic
rate of O(1/k?) in terms of suboptimality for smooth convex optimization problems. In [192], Nes-
terov and Spokoiny develop an accelerated zeroth-order scheme for the unconstrained minimization
of a smooth function. Instead, we present an accelerated gradient-free scheme for a nonsmooth
function by leveraging the smoothing architecture. Notably, this scheme can contend with MPECs
with convex implicit functions. In this subsection, we assume that y(x,w) can be generated by
invoking a suitable variational inequality problem solver.

We provide convergence theory for acc-ZS0L by appealing to related work on smoothed accelerated
schemes for nonsmooth stochastic convex optimization [26]. There are two key differences between
the framework presented here and that of our prior work.

(a) Smoothing. In [26], we employ a deterministic smoothing technique [59] while in this paper,
we consider a locally randomized smoothing technique in a zeroth-order regime. Notably, the
latter leads to similar (but not identical) smoothness properties with related relationships (but not
identical) between the smoothed function and its original counterpart.

(b) Zeroth-order gradient approzimation. In [26], a sampled gradient of the smoothed function
is available. However, faced by the need to resolve hierarchical problems, we do not have such
access in this paper. Instead, we utilize an increasingly accurate zeroth-order approximation of the
gradient by raising the sample-size Ny in constructing this approximation.

If gy, (xx) is defined as

9 (%k) = Bueys [E | Fox+ v, y(x +v,0)) [ 0] |, (118)
we may define wy, n, as follows.

Wk,N, = Gy, Ny, (Xk) — Gy (Xk) (119)
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Algorithm 13 acc-ZS0L: Variance-reduced accelerated zeroth-order method

1: input: Given xg € X, X := X, A9 = 1, stepsize sequence {7}, smoothing parameter sequence
{nk}, sample-size { Ny}

2: for k=0,1,..., K —1do

3: Generate a random realization vj € mS and y(xi + vj,wjg) for j =1,--- | Ny

4: Evaluate the variance-reduced zeroth-order gradient approximation as follows.

Nk n (JE(Xk + Vj K, y(xx + Uj,k,wj,k)) - f(Xk:, ¥ (Xk, Wj,k))) Vjk

G, Ny (X)) = 2 o Ve (116)
5: Update x; as follows.
zk+1 = W (X6 — VG, v, (Xks V)]
k41 1= % (117)
Xk+1 = Zk+1 T (/,\\’,i;l) (Zk+1 — 2Zk) -
6: end for

The following claims can be made about @y n, obtained by generating N independent realizations
: N k Ny,

given by {v;};% and {y(x",wjk)};%.

Assumption 17. Let the following hold and for all £ > 0 and 1 < ¢ < Ng.

(a) The random realizations {wy ¢} are independent and identically distributed.

(b) Ey, oWk, N, | xi] = 0, almost surely.

(¢) Eull|wr,n, I | xk] < K,—i for some v > 0.

Lemma 33. [26, Lemma 4] Consider the problem (5.3.5). Suppose Assumptions 13— 15, 17

hold. Suppose {xi,zx} denote the sequence generated by Algorithm 13 in which the stepsize and

smoothing sequences are defined as 7, = % and v, = ﬁ, and N = |k%| for k > 1. Suppose

E[||xo — x*||] < C. Then the following holds for a = 1 + 4.

E[fox (25) = fouc (X)) < YE-1

K-1
2 Y2k 202
: 120
(K —1)? kz—l Nt T k(K 1) (120)
We may now provide the main rate statement for the smoothed accelerated scheme by adapting [26,
Thm. 5].

Proposition 10 (Rate statement for Algorithm 13). Consider the problem (5.3.5). Suppose
Assumptions 13— 15, 17 hold. Suppose {x,z;} denote the sequence generated by Algorithm 13
in which the stepsize and smoothing sequences are defined as 7, = % and v, = i, and Ny = |k?]
for k > 1. Suppose E[||xo — x*||] < C. Then the following hold for a =1 + 4.

(a) For E[f(zx) — f(x*)] < O (). Then the iteration complexity in zeroth-order gradient steps is
O(1/e).

(b) Suppose K€ is such that E[f(z;) — f(x*)] < e. Then Zf;l Ni < O(1/€29) implying that the
iteration complexity in terms of lower-level calls to the VI solver is O(1/e**9).
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Proof. (a) From Lemma 33, we have that

E 9] < 2 A E 20 121
(i) = o 6] < 5 = 2 K * 51 (121)

From Lemma 24 (v), we have that f(x) < f,(x) < f(x) + nLg. Consequently, we have that

E[f(zx) = f(x")] S E[fyx (2K) = fore (X7)] + 15 Lo

2 s 202 o
_’YK—l(K_]-)Q ; Ni_1 +7K71(K—1)2 +77K 0> (?),

by invoking v, = 1/(2k), i = 1/k, and Ny = [k®| where a =1+ ¢.
(b) Omitted.
O

Remark 6. Several points deserve emphasis. (i) The proposed scheme employs diminishing smooth-
ing sequences rather than fized, leading to asymptotic convergence guarantees, a key distinction from
the scheme proposed in [192]. (ii) By adapting the framework employed for the inexact oracles, one
may consider similar extensions to the accelerated framework. However, this would lead to bias in
the gradient approximation and one would expect this to adversely affect the rate. This remains a
goal of future study.

5.4 Nonconvex settings

In this section, in addressing (MPEC™P-°*P) in the nonconvex case, we consider a smoothed implicit
problem given by the following.

min  fy(x,y(x))

| (122)
subject to x € X,

where f, is defined by (G-Smooth) for a given n > 0. The outline of the proposed zeroth-order
scheme is given by Algorithms 14-15. We make the following assumptions.

Assumption 18. Given a mini-batch sequence { N} and a smoothing parameter n > 0, let v;;, €
R™ for j =1,..., N, and k > 0 be generated randomly and independently, from #S for all £ > 0.

Assumption 19. Let the following hold and for all £ > 0 and ¢ > 0.
(a) The random realizations w; for ¢ > 0 are independent and identically distributed.

(b) ]E[G()A(kaytvwf,t) | )A(kvyt] - F()A(kvyt)
(c) E[lG %k, yt, wee) — F(Xk,}’t)HZ | X, yit] < ué for some vg > 0.

We utilize the following definition and lemma in the analysis in this subsection.

Definition 6 (The residual mappings). Suppose Assumption 13 holds. Given a scalar B >0 and
a smoothing parameter n > 0, for any x € R", let the residual mappings Gy g(x) and G, 5(x) be
defined as follows.

Grp(x) 2 B(x — T [x = 59,1, y(0)] ), (123)

Cra(x) 2 8 (x = Ty [x = 1(Vafylx,y(0) +9)] ), (124)

where € € R™ is an arbitrary given vector.
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Algorithm 14 VR-ZSOL: Variance reduced inexact zeroth-order method for the nonconvex case

1: input: Given xg € X, X := Xq, stepsize v > 0, smoothing parameter n > 0, mini-batch
sequence { Ny} such that Ny := k + 1, an integer K, a scalar A € (0,1), and an integer R
randomly selected from {[AK],..., K} using a uniform distribution

2: for k=0,1,..., K —1do
3: Call Algorithm 11 to obtain ye, (Xi) := yt,
4: for j=1,...,N; do
5: Generate a random batch v, € S for j =1,..., Nj,
6: Call Algorithm 11 to obtain ye, (xr + vjx) = yi,
7 Compute a sample zeroth-order gradient approximation as follows.
(ke vk Ve, (X +Vik)) — f(Xk Ve (Xk))) Vjik
Iner (Xk, U k) =

ol

8: end for
.. . . ZN_k 9n,e (xkﬂ)'k)

9: Evaluate the mini-batch inexact zeroth-order gradient. g, n, ¢, (xx) = == —F —>
10: Update x;, as follows. xp11 := Iy [X — Y9y, Ny e (Xi)]
11: end for

12: Return xg

Algorithm 15 SA method for stochastic VI in the lower-level

1: input: An arbitrary yg € ), vector X, and initial stepsize ag > 2#%

2: Set t, :=k+1

3: fort=0,1,...,tx — 1 do

4: Generate a random realization of the stochastic mapping G (Xg, y+, w:)
5: Update y; as follows. yi41 := Iy [y: — a0 G (Xp, ¥, wi)]

6: Update the stepsize using a1 := {5

7: end for

8 Return yy,

It may be observed that G, g is a residual for stationarity for the minimization of smooth nonconvex
objectives over convex sets (cf. [59]). In fact, the first part of (125) is a consequence of the well
known result relating the residual function Gy, g(x) to the standard stationarity condition (cf. [200,
Thm. 9.10]) while the second implication in (125) is Prop. 9.

Lemma 34. Consider the problem (122). Then the following holds for any n, 5 > 0.
(G 5(x) =0] <= [0 € Vyfy(x,¥(x)) + Nx(x)] = [0 € Doy frn(x,y(x)) + Nx(x)]. (125)

Consequently, a zero of the residual of the n-smoothed problem satisfies an n-approximate station-
arity property for the original problem. The residual én,ﬁ represents the counterpart of G, 3 when
employing an error-afflicted estimate of the gradient. We now derive a bound on G, g in terms of
én,ﬁ and é, the error in the gradient.

Lemma 35. Let Assumption 13 hold. Then the following holds for any 8 > 0, n > 0, and x € R™.

1Grp(O1* < 201Gpp (017 + 211
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Proof. From Definition 6, we may bound G, g(x) as follows.

GG = || (x— T [x = 39y, )|
= [ (x = 1 [x = 3(Ta s (x ¥60) + 9)))
+ By [ L(Vafylx.y(0) +8)]  BILy [x— 19,y y(00)] |
<28 (x— e [ 3(Vatyxy ) +0) )|
2|61y [x = 5(Tafalxy00) +8)] — BTLx [x— 2Vefue v ()] |
< 2|Gy ()1 + 2lle]1?,
where the last inequality is a consequence of the non-expansivity of the Euclidean projector. [
The proposed scheme can be compactly represented as follows.

X1 = Hx [xp — 7 (VS (X0, ¥ (X£)) + €x)] (126)

where we define the stochastic errors ey £ g Ny e, (Xk) — Vi fy (Xk, ¥ (xx)) for all k > 0. We make
use of the following result in the convergence analysis.

Lemma 36. Let Assumption 13. Suppose xy, is generated by Algorithm 14 in which v € (0, nLLO)
for a given n > 0. Then, we have for any k,

So(Re41, Y (Re41)) < fo(xk, y (X)) + (—1 + @) G (xR + <1 - "Lm)vHekHZ

Proof. Note that by Lemma 24 (iv), Vf,(e,y(e)) is Lipschitz with parameter L = "TLO By the
descent lemma, we have that

Fo i1, ¥ Kat1)) < Fo(Xao Y (%)) + Vi fy (30, y (30:)) T (01 — x) + L1301 — x|
= fo(Xn, Y (x1)) + (VS (%6, y (xk)) + €x) T (Xe1 — X)

— ek (%ps1 = xp) + Flxrsn —xi %

From the properties of the Euclidean projection, we have that

(% = Y(Va Lo (X y(x1)) + €x)) — Xig1)” (X5 — Xp41) <0
= (Vo (xr y (x0)) + en)T (Xe1 —x1) < =2 lxpsn —xi 1%

In addition, for any u,v € R" we can write u’v < 1 <7|]u\|2 + Il ) Thus, we have that

—ef, (ka1 — xx) < Fllenl® + 25 Ixrpn — xill?.
Consequently, from the preceding three inequalities we have that

P, ¥ (xes1)) < folxi, y () = 2lixner = xull® + Fllewll® + 5 Ixeen — xull + Fllxrer — xil?

= o,y () + (=5 + 5 ) Iosn — a2+ Flexl
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From v < %, we have

Fol41 ¥ (051)) < FoG ¥ (0)) + (=35 + 5 ) I =12 + F e
= Fylock y (k) + (= + 5 ) 721G G001 + F e
= fa ¥ (K)) + (= 1+ L7) 1G5 (eI + e

Lemma 35

< Sk y(xk)) + (14 L) 3Gy (0) |2+ (1= L) Flel? + Fllex?
= Pyl Y (058)) + (=14 L) TG 1 (xe) 12+ (1= 5 ) el

Substituting L := "TLO we obtain the desired inequality. O

We make use of the following result in the convergence analysis.

Lemma 37. Let {e;} be a non-negative sequence such that for an arbitrary non-negative sequence
{7k}, the following relation is satisfied.

ers1 < (1 — ayp)er + B2, for all k> 0. (127)

where o and 3 are positive scalars. Suppose Vi = HLF for any k£ > 0, where v > é and I' > 0.
Then, we have
B?

max ﬁ,reo

ek < — 1 for all &£ > 0. (128)

Next, we present the rate and complexity result for the proposed inexact method for addressing
the nonconvex case.

Theorem 38 (Rate statements and complexity results for Algorithms 14-15). Consider
Algorithms 14-15 for solving (MPEC™P-**P) and suppose Assumptions 13, 18, and 19 hold.
(a) Given x; € X, let y(x;) denote the unique solution of VI(), F'(e,%X)). Let y¢, be generated
by Algorithm 15. Let us define Cp £ maxyxex, yey ||[F(x,y)||. Then for all ¢, > 0, we have

(C% -H/é)aQ
ZZIJ«Ffl I SuPycy ”y_y0H2

maX{
Elllys, — y&i)ll*] < e £ i T

b) The following holds for any v < -, ¢ £ [AK], and all K > —2..
1-A

nlLg’

n2y(1—21n(0) (1 - 252 ) (28 + 13) + B [f (e, y(x0)]— f* + 2Lon

(1 - ”LTOV> 11— MK

E [HGU,I/W(XR)HQ] <

(c) Suppose v = ﬁ and n = L%' Let € > 0 be an arbitrary scalar and K. be such that

E [”Gml/v(XR)HQ] < €. Then,

(c-1) The total number of upper-level projection steps on X is K, = O (n2Lge_1).
(c-2) The total sample complexity of upper-level is O (n4L36_2).

(c-3) The total number of lower-level projection steps on ) is O (n6L86*3).

(c-4) The total sample complexity of lower-level is O (n6L86_3).
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Proof. (a) Let us define the errors A; = G(Xy, yr, wi) — F(Xp,y;) for t > 0. Also, let the history of
Algorithm 11 be denoted by F; = {wo,...,w;_1} for t > 1, and Fy = {wo}. We have

yerr =y (@)1 = My [y: — :GRe, v, wi)] = My [y (@) I° < lye — oG (R, i, we) — y (%) ||
= [lys — arF(Xp, 1) — cr Ay — y (%)

= lly: = y&O)* + aZ1F (K, yo) 12 + @Z | Adl® = 204 (ye =y (%0))" F (e, 1)

—204(yt — y(Xi) — o F(Xy, Yt))TAt-

Taking conditional expectations from the preceding relation and invoking Assumption 19, we obtain

1 F) < Nlye = yGa)ll® + af (CE + v8) — 204(ye — y (%) F (%, ).

Elllyt+1 — y(Xk)
From strong monotonicity of mapping F'(Xj, @) uniformly in X; and the definition of y(Z), we have
(ye =y (%) F (i, 9e) 2 (ve =y (&) F(y(@n), %) + prllye —y(&e)|® = prllye — v ()l
From the preceding relations, we obtain
Elllye+1 — y&i)lI* [ Fo) < (1= 2ppa)llye — y(e)l* + af (CF + ).
Taking expectations from both sides, we have
Elllys+1 — y(&n)lI’] < (1 = 2upad)Elllye — y(xn)lI°] + of (CF + 1)

Noting that in Algorithm 15 we have ag > 2#%’ using Lemma 37, we obtain that

(CQ +l/2 )Oé2
max{ QI;MFc_l 7F SUPycy ||y7y0|l2
2
I <

Y , for all t > 0.

E[HYt - Y(f(k

(b) Let the history of Algorithm 14 be denoted by JFj 2 U] U;V:il {vj;} for k > 1, and Fy £
U;y:(’l{vj,o}. We can write

E [llexll? | ] = E [lgnNe.ex (56) = ViS00 y (i) | Fie|

SNE ey (s 1) ?
=E Ny, _vxf’r](xlmy(xk)) ’ Fk:

Z;-V:kl In, e (Xke,Vj,k) Z;V:kl In (Xk,05,k) ? Z;V:kl In (Xk,05,k) 2
<2E N - N, ‘ Fi| +2E N—k_vxfn(xk7Y(Xk)) ’Jrk
< 2 Z;\TZIH ]E[Hgn,ek(xkavj,k)_gﬂ (Xk,vj,k)||2|fk] 2 Z;V:kl E[Hgn,(xkyvj,k)_vxfn(ku'(xk))H2‘]:k]

N + N?
sizne, | 2505 (E[llga. orws0)]|* 1] =19 fo sy (i) 1)
é 2 + 2
n Ni
8L2n? 2n2L3
< S IR

where in the second inequality, the first term is implied by the relation |37 ugl|* < m 2™ [lugl|®
for any u; € R™ for all i = 1,...,m. The second term in the second inequality is implied by noting
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that from Lemma 26, g,(xy,v) is an unbiased estimator of Vy fy, (X, y(xx)). From Lemma 35 we
have

(1 - %) Gy I < fo(kn, Yy (%8)) = F(Knsr, ¥ (011)) + (1 - "L(’7>7H€k||2

Let fy £ infyex fn(%,y(x)). Summing the preceding relation from k = ¢, ..., K—1 where £ £ [AK],
we have that

=

-1

(1 nkr) g ZHGW (I < ke ¥ (x0)) = i,y (ki) + (1= 2522 )y Z\lekHz-

e
ll

Taking expectations from the both sides, it follows that

K-1
(1 "22) 3(K = OF [IGy 1/ (xm)IP] < (1 - 252)5 kg E [[lexl”] + B [fy(xe, y(x0))] = f3

-1

< (1= 52)y > B lewl] +E [flxe, ¥ (x0)) + fo (e, ¥(x0)) = Floxes y ()] = i+ f* = f*

N

= o
L4

< (1 m2)y S E[lenl?] + E (e yle)] - £ + Ellfy(xey ) — Fxey Gl |~ 5]

k

< (1-25)y ;(SLﬁ" % 4 208 + E[f(xe, y(xe))] =" + 2Lon,

1
,_.e\

where the preceding relation is implied by invoking the bound on E [||ex[|?] and Lemma 24 (iii).

% where t;, := k + 1. Also, N := k + 1. Note that
F

K > Almphes€<K—1 From Lemma 25, using ¢ > 1 we have Zk —¢ k+1 < é+1+ln(£+1> <

Note that from part (a), we have € =

05+1n<)\N+1) < 0.5 —1In(A). Also, K —¢ > K — AK = (1 — A\)K. Thus, we obtain

(1— 202 ) 202y (4 + 13) (0.5 — (V) + B [£(xe, y (x0))|—* +2Lon

E |G xg)|?
[H n,l/’y( R)” ] < (1 _ 71L70’y) %(1 — )\)K

n

(c) To show (c-1), using the relation in part (b) and substituting v = 57— we obtain

6n2(1 — 21n() (5 + L3) + 1980 (sup,y f(x, ¥(x)) — f*) +32nL3

E (|G ()] < (1 — VK

Further, from n = L%) we obtain

6n2L2(1 — 21n(\)) (4i3 + 1) 4 16nL2 (supger £(x, (X)) — f*) + 32nL32

E [Gr1/5(xm)|*] < 1- VK

2172
This implies that E [||G, 1/, (xr)[?] < O(nKLO) and thus, we obtain K, = O (n?L3e™!). Next, we
show (c-2). The total sample complexity of upper-level is as follows.

ZNk—Z (k+1) = O(K?) = 0 (n'Lie?).
k=0
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To show (c-3), note that the total number of lower-level projection steps is given by

K. K
S+ Nt =Y (k+1)(k+2) = O(K2) = O (nLie?).
k=0 k=0

Noting that at each iteration in Algorithm 15 a single sample is taken, we obtain the bound in
(c-4). O

5.5 Numerical results

In this section, we demonstrate the proposed methodology by solving some instances of MPECs
inspired from the literature. All of the schemes were implemented in MATLAB on a PC with 16GB
RAM and 6-Core Intel Core i7 processor (2.6GHz).

5.5.1 Numerics for SMPEC?

In this section, we apply the schemes on a stochastic Stackelberg-Nash-Cournot equilibrium prob-
lem. The deterministic setting of the problem is derived from [168]. Consider a market with N
profit-maximizing by competing in Cournot (quantities) under the Cournot assumption that the
remaining firms will hold their outputs at existing levels. In addition, there is a Stackelberg firm
(leader), supplying the same product which sets production levels by explicitly considering the
reaction of the other N firms to its output variations. We assume that the ith Cournot firm (fol-
lower) supplies g¢; units of the product while f;(g;) denotes the total cost. In a similar fashion,
suppose x denotes the output of the Stackelberg firm and let f(x) denote the total cost. Next, let
p(-,w) represent the random inverse demand curve. The N Cournot firms have sufficient capacity
installed and thus they can wait to observe the quantities supplied by the Stackelberg firm as well
as the realized demand function before making a decision on their supply quantities. For a given
x>0, let (q1(x,w),...,qn(z,w)) be a set of quantities for every w € Q and each ¢;(z,w) solve the
following profit maximization problem assuming that ¢;(z,w), j # i are fixed:

N
gilgfg q;p (C_h' +x+ ijl,#i%(%w),w) — fild@). (129)

Accordingly, let Q(z,w) = Zf\i 1 ¢i(z,w). In addition, we assume there exits a capacity limit «* for
x. Then x* is said to be a Stackelberg-Nash-Cournot equilibrium solution if z* solves

maximize Elzp(z + Q(z,w),w)] — f(2). (130)

0<z<zx

We consider the case of a linear demand curve with convex quadratic cost functions. Specifically,
let p(z,w) = a(w) — bx and let f;(q) = %ch fori = 1,--- N, and f(z) = %de. Under this
condition, the follower’s objective can be shown to be strictly concave in ¢* [183]. Consequently,
the concatenated necessary and sufficient equilibrium conditions of the follower-level game are given
by the following conditions.

0 < q 1 qu(Q) - p(l‘ + Q(wi)’w)l —p/(x + Q(chw)w)q > 07 (131)

where F(q) = [fi(q1), -, [n(gn)]. We observe that (131) is a strongly monotone variational
inequality problem for z > 0 and for every w € 2. Consequently, ¢ : Ry x Q — Rf is a single-
valued map and is convex in its first argument for every w if ¢; is quadratic and convex [181,
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Prop. 4.2]. In fact, it can be claimed that ¢(-,w) is a piecewise C? and non-increasing function with
Ozq(z,w) C (—1,0] for X > 0. Consider the leader’s problem (130) Consequently, we have that

03z LE[—p(z+ Q(z,w),w) + (1 + 0,Q(z,w))bz — a(w)] + V. f(x) € 0.
This may be viewed as the following inclusion which has been shown to be monotone [181, Thm. 4.4].
0 € E[T(z,w)] + Nps,
where T'(z,w) £ E[-p(z + Q(z,w),w)1 — a(w)1] + V. f(z) + {E[(1 + 0.Q(x,w))bz]}.
Problem parameters. Suppose there are N = 10 Cournot firms and ¢ = d = 0.1. Furthermore,
b=1 and a(w) ~ U(7.5,12.5) where U(l,u) denotes the uniform distribution on [I, u].

Algorithm parameters. We choose 7y = ﬁ and 7 = ﬁ, Vk > 1 in (ZSOL) and ~, = i and

Mk = %, Vk > 1 in (acc-ZSOL). In addition, we choose sample size Ny = [k91].

We compare the performance of (ZSOL) and (acc-ZSOL) with Nesterov’s fixed smoothing scheme
under the same number of iterations in Fig. 7. Next we change the size and parameters of the
original game to ascertain parametric sensitivity. In Table 16, we consider a set of 12 problems
where the settings, the empirical errors, and elapsed time are shown in Table 16. Note that we have
access to the true solution from [168] and this is employed for computing the sub-optimality metrics.
In addition, to show the performance of our proposed schemes, we consider the (SAA) scheme
(utilizing the average of 100 samples) used in [181]. Let (wy)X ; denote independent identically
distributed (i.i.d.) samples. Then, with (SAA) we solve the following formulation of problem:

K
max %3 [z (alwp) —b- (x4 Q(z,wp)))] — $da
k=1

0<z<zgv
subject to 0 < ¢; L (¢ +2b)g; — a(wy) + b - (x + Z;-V:Lj#qj(x,wk)) >0, Vi, k.

This problem allows for utilizing NLPEC [201] in GAMS to compute a solution.

Figure 7: Trajectories for (ZSOL), (ac-ZSOL) and Nesterov on the convex SMPEC?

Insights.

o Scalability. Both (ZSOL) and (acc-ZSOL) show far better scalability in terms of N with
modest impact on accuracy and run-time. SAA schemes on the other hand grow by a factor
of 10 when number of firms double. In fact, for N = 20, the SAA framework requires
CPU time which is between 50 and 100 times greater than that required by the zeroth-order
schemes.
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Table 16: Errors and time comparison of the three schemes with different parameters

(ZSOL) (acc-ZSOL) (SAA)
f*—f(@g) | Time | f* — f(zxg) | Time | f* — f(&) | Time
b=1 c=0.05 1.2e-3 0.1 6.6e-5 5.6 5.4e-4 130.2
N =10 c=0.1 8.2e-4 0.1 4.8e-5 5.4 4.2e-4 109.2
b=o05 | €= 0.05 1.7e-3 0.1 7.0e-5 5.4 3.8e-4 122.5
c=0.1 1.2e-3 0.1 6.3e-5 5.5 2.2e-4 116.8
b—=1 c=0.05 4.5e-4 0.1 2.6e-5 5.6 2.6e-4 426.7
N =20 c=0.1 4.0e-4 0.1 1.3e-5 5.7 5.7e-4 443.1
b=05 | €= 0.05 6.3e-4 0.1 2.3e-5 5.7 4.8e-4 419.1
c=0.1 4.2e-4 0.1 2.9e-5 5.6 3.1le-4 450.0
b=1 c=0.05 9.9e-5 0.2 3.2e-6 7.5 - -
N = 100 c=0.1 2.3e-5 0.2 1.3e-6 7.5 - -
b=o05 | €= 0.05 2.6e-4 0.2 4.7e-6 7.9 - -
c=0.1 2.5e-5 0.2 1.4e-6 7.5 - -
b—1 c=0.05 2.2e-5 0.6 3.6e-7 27.9 - -
N = 1000 c=0.1 1.7e-6 0.6 8.3e-8 28.8 - -
b=05 | €= 0.05 2.5e-5 0.6 3.1e-7 29.1 - -
c=0.1 1.4e-6 0.6 8.9e-8 28.4 - —
b—1 c=0.05 1.0e-5 ;1.6 5.2e-7 403.2 - -
c=0.1 6.0e-6 .5 3.8e-8 392. - -
N = 10000 b=05 | €= 0.05 1.1e-5 4.7 5.6e-8 334.2 - -
c=0.1 7.1e-6 4.6 2.7e-8 399.7 - -

The error and time pf (ZSOL) and (acc-ZSOL) are the average results of 20 runs (‘-
means the running time is over 3600)

e Accuracy. The accelerated scheme provides nearly 10 times more accurate solutions than the
unaccelerated scheme at a modest computational cost.

o Comparison of accelerated schemes. Figure 7 demonstrates the benefits of diminishing smooth-
ing sequences as the scheme suggested in [192] degenerates for different values of the fixed
smoothing parameter. Notably, (acc-ZSOL) shows no such degeneration and progressively
improves in function value.

5.5.2 Numerics for SMPEC®P
A convex implicit function Here, we consider a situation of the previous example when the lower
level is SVI, which means we consider the following lower level problem for each g¢;,

1.2
e Elgi(a(w) = b(gi + 4+ >, 4j(2))] — 3¢45,

and accordingly, the upper level problem is as follows

_ N _ 1.2

oax E|z(a(w) —b(z+ > ;1 ¢i(x)))| — 5dx”.
Similarly, this implicit function can be shown a convex function. We assume b = 0.01 and ¢ = 3
here, other parameters are the same as in the previous section. It can be shown that pr = 3.01 and
Lp = 3.11. For the algorithm parameters, we suppose v = ﬁ and n, = ﬁ for (ZSOL). In (ZSOL)
we run 103 iterations. In the lower level’s variance-reduced stochastic approximation scheme, we
choose steplength o = 0.15, sampling rate p = % and the sample size M; = [107* - 1.5!]. Thus
we may calculate that 7 > 4.9 and then we choose t;, = [5In(k + 1)]. In Fig. 8, we show the

trajectories for (ZSOL) under various algorithm parameters.

Again, we compare the errors and time between (ZSOL) and (SAA) in Table 17. Here, with (SAA)
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Figure 8: Trajectories for (ZSOL) on the convex SMPEC®*P
we solve the following optimization problem

maximize
0<e<La®

K
L [z (alwr) = b- (@ + Q(x)))] — bda?
k=1
subject to 0 < ¢; L %Zle [(c +2b)q; — a(wg) +b- (a: + Z?:L#ﬂj(m))} >0, Vi.

In (SAA), we use 10% samples in both the upper and lower level problems.

Table 17: Errors and time comparison of (ZSOL) and (SAA) with various parameters

(ZSOL) (SAA)
f*—f(@k) | Time | f*— f(£) | Time
b=o0.01 | € 3 6.9e-4 0.1 2.2e-4 0.05
N = 102 c=5 3.7e-4 0.1 2.4e-4 0.05
b=002 | €= 3 8.1e-4 0.1 7.3e-4 0.05
’ c=5 3.5e-4 0.1 4.0e-4 0.05
c=3 7.0e-4 0.4 7.0e-4 1.2
N = 103 b=0.01 c=5 4.3e-4 0.4 5.0e-4 1.1
b= 0.02 c=3 8.0e-4 0.4 6.8e-4 1.2
’ c=5 4.7e-4 0.4 4.2e-4 1.2
b=001 | €= 3 5.1e-4 5.8 7.3e-4 88.6
N = 104 c=5 2.5e-4 5.2 5.4e-4 85.7
b=0.02 c=3 6.4e-4 5.6 4.3e-4 93.5
' c=5 3.1le-4 5.3 4.7e-4 87.3
c=3 8.7e-4 45.6 - -
N = 105 b=0.01 c=5 6.5e-4 471 — -
b—=0.02 | €= 3 9.7e-4 46.3 - -
' c=5 7.5e-4 46.7 - -

The error and time of (ZSOL) are the average results of 20 runs
(‘~> means the running time is over 3600)

Insights. Again we observe that the CPU times grow by a factor of 4 for the zeroth-order schemes;
however the SAA schemes show a growth in time of more than 150 when N changes from 10 to 100.
Both approaches provide similar accuracy but zeroth-order schemes require less than 1s in CPU
time while the SAA framework requires approximately 15s for N = 100. The accuracy of ZSOL is
relatively robust to changing steplength and sampling rates at the lower level but does tend to be
sensitive to changing the initial steplength at the upper level; however, as the scheme progresses,
the impact of initial steplengths tends to be muted.
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Table 18: Errors and confidence intervals for high dimensional problems from Table 16 and 17

(ZSOL) (acc-ZSOL)
/* = f@x) CI = fzk) Cl
c=0.05 1.0e-5 0.9e-5,1.1e-5 5.2e-7 5.0e-7,5.4e-7
Table 16 | b=1 c=01 6.00-6 5.06-6,6.1c-6 3.8¢-8 3.40-8,4.2¢-8
N = 104 b=05 c=0.05 1.1e-5 1.0e-5,1.2e-5 5.6e-8 5.2e-8,6.0e-8
- - c=0.1 7.1e-6 7.0e-6,7.2e-6 2.7e-8 2.4e-8,3.0e-8
c=3 874 7.50-4,9.9e-4 - -
Table 17 1 6 =0.01 —"— 6.50-4 5.00-4,7.1c-4 = -
105 _ c=3 9.7e-4 8.0e-4,1.1e-3 - -
N =10 b=10.02 c=5 7.5e-4 6.4e-4,8.6e-4 — -

5.5.3 A nonconvex implicit function

The second example is inspired from [202] and is a bilevel problem with a strongly monotone
mapping in the lower level. We add a stochastic component in the lower level to make the mapping
expectation-valued. Formally, this problem is defined as follows.

min  —a3 — 3xg — 4y1 + y3
x

subject to 3:%+2x2 <4
<z <1
0§l‘2§2

where y is a solution to

min  E[227 + yf + y5 — &£(w)ys]

Y
subject to 7 — 2z 4+ 23 — 2y1 + 2 > —3 (132)
T2+ 3y —y2 =>4
n > O)yQ > 07

where we assume &(w) ~ U(4,6). Based on the rule, we run 10* iterations and choose n = 1072,
v =103 in (VR-ZSOL). In addition, we choose ag = 1 and a; = tﬁ)i(.)(n fort =0,1,...,t, —1in
the stochastic approximation method applied to the lower level. We compare the performance of
(VR-ZSOL) on this problem in Fig. 9 for varying algorithm parameters, all of which suggest that
the resulting sequences steadily converge to the global minimizer. To test the power of (ZSOL) on
different problems, we change the objective function of upper level and lower level to —ax? — ba3 —
3o — 4y1 +y2 and E[222 + cy? + dyz — £(w)ya], respectively. Then we vary the values of a, b, c
and d. For comparison, we also run each problem using solvers NLPEC and BARON [203,204] on the
NEOS Server [205-207]. We record the empirical errors of each scheme for 9 different settings, as
shown in Table 17. In (VR-ZSOL), we use 10* samples in each test problem.

Insights. From Fig. 9, we observe that while all of the implementations perform well, large initial
steplengths at the lower-level tend to lead relatively worse compared to more modest steplengths.
Table 17 is instructive in that it shows that (VR-ZSOL) produces values close to the global minimum
as obtained by BARON for all nine problem instances. Notably, solvers such as NLPEC are equipped
with convergence guarantees to first-order points and tend to provide somewhat poorer values upon
termination.
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Figure 9: Trajectories for (VR-ZSOL) on the non-convex SMPEC®*P

Table 19: Errors comparison of the three schemes with different parameters

ZSOL NLPEC BARON
f(xg) | local optimum | global optimum
(c,d)=(1,1) | -7.50 7.20 750
(a,b) = (1,0) | (c,d) =(2,2) | -9.23 -9.04 9.23
(c,d) = (3,3) | -9.25 -9.10 9.25
(c,d)=(1,1) | -11.50 7.20 11.50
(a,b) = (5,0) | (c,d) =(2,2) | -13.23 -9.04 -13.23
(c,d) = (3,3) | -13.25 -9.10 -13.25
(c.d) = (1,1) | -16.48 77.20 16.50
(a,b) = (10,0) | (c,d) = (2,2) | -18.20 -9.04 -18.23
(c,d) = (3,3) | -18.23 -9.10 -18.25

The error of (ZSOL) in the table is the average results of 20 runs

5.5.4 More academic problems

We test our schemes on several academic MPEC problems from the literature. In all the test prob-
lems, the VI is strongly monotone which means the lower-level decision is uniquely determined by
ax € X. We use the same algorithm parameters as in 5.5.3.

Problem 1. This problem is described in [170].

f(xy) =r1(z) —zp(x + y1 +y2 + y3 + ya),

where r;(v) = ¢v + ﬁﬁlKil/ﬂiv(l—kﬁi)/ﬁi’ p(Q) = 500017Q~17, ¢, B;, K, i =1,---,5 are given
positive parameters in Table 21, v is a positive parameter, Q = x + y1 + y2 + y3 + 4.

X={0<z<L}
Vra(y1) — p(Q) — 1 Vp(Q)
F(x,y) = :
Vrs(ya) — p(Q) — yaVp(Q)
Y={0<y; <L, j=1,2,34}.

Based on different values of L and -y, we show the optimal value and optimal solution found by
(ZSOL).
The following three examples were tested in [170].
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Table 20: Parameter specification for problem 1
i 1 2 3 4 )
c | 10 8 6 4 2
K;| 5 ) ) ) )
G; 1121111009108

Table 21: Results comparison with solutions from the literature

Problem - ZSOL — - theraturz*

L =150,v=1.0 -343.35 55.57 -343.35 55.55

Problem 1 L=150,y=1.1 -203.15 42.57 -203.15 42.54

L =150,vy=1.3 -68.14 24.19 -68.14 24.14
Problem 2 -1.00  (0.50,0.50) | -1.00  (0.50,0.50)
Problem 3 0.01 (0.00,0.00) 0.01 (0.00,0.00)
Problem 4 0.00 (5.00,8.99) 0.00 (5.00,9.00)

0.5((y1 — 3)Z + (y2 — 4)?) 3.20 4.06 3.20 4.06

Problem 5  0.5((y1 — 3)2 + (y2 — 4)2 + (y3 — 1)?) 3.45 5.13 3.45 5.15

0.5((y1 —3)% + (y2 — 4% +10y3) 4.60 2.39 4.60 2.39

Problem 2.
fx,y) =23 — 221 + 23 — 200 + v} + ¥2.
xX={0<wz<2 i=12}
2y1 — 2$1
F(x,y) = :
2y2 — 2.%’2
Y={(y; —1)* <025 j=1,2}.

Problem 3.

f(x,y) =221 + 222 — 3y1 — 3y2 — 60 + R[max{0, 1 + 2 + y1 — 2y — 40}]%.
X={0<z <50, i=1,2).

F(x )_ 291 — 221 4+ 40
)= 290 — 229 4+ 40 '

y:{—logyj <20, z; —2y; —10 >0, j=1,2}
Problem 4.

fxy) = 3((z1 — y1)* + (z2 — 12)?).
X={0<z<10, i=1,2}.

Fix.) —34 + 21 + v
X,y) = .
Y=\ 22425 4+ 1.2501 + 24

y:{*$3,j*yj+1520, ]:1,2}

The next problem is taken from [170]. In all tests, the only difference is the objective function.
Problem 5.

X ={0<a<10}.
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(14+0.22)y1 — (34 1.333x) — 0.333y3 + 2y1y4 — Y5
(1+0.12)y2 — 2 + y3 + 2y2y1 — Yo
0.333y1 —y2 + 1 - 0.1z
9+ 0.1z — 32 — 12
Y1
Y2
Y={y; >0, j=3,4,506}.

F(x,y)

Consider the stochastic N-dimensional counterpart of Problem 1, defined as follows.

ri(z) —ap <x+ me)] :
1=1

where ri(v) = cv + ﬁﬁj_lKZI/ﬁzv(l-f—Bz)/ﬁz’ p(Q,UJ) — 50001/7(“1)@—1/7(&))’ c; = 6, ﬁl =1, K;, = 5,

i=1,---,5, v(w) € U[0.9,1.1] is a positive parameter, Q = x + Zf\;l Yi.-

fx,y)=E

X={0<z<L}
Vra(y1) — p(Q,w) — 11 Vp(Q, w)
F(x,y,w) = :

Vrn(yn) — p(Q,w) — yn Vp(Q, w)

Table 22: Results of high-dimensional counterparts

Problem N — (ZSOL) — (SAA)
fx) | cI | Time | 1 | cI j@) | I | Time
5 | -462.6 | [463.1-462.1] | 0.8 | -462.8 | [-464.0,-461.5] | -461.9 | [463.1,-460.7] | 5.3
problom 1 | 10| 1744 | [1746-174.2] | 09 | 1747 | [175.2,-1742] | -1742 | [174.8/173.6] | 23.3
100 | -5.101 | [-5.105-5.097] | 1.3 - - - - -
1000 | -0.071 5.2 - - - - -
2 | -0.882 | [[0.8830881] | 0.6 | -0.883 | [-0.886,-0.880] | -0.882 | [-0.886,0.878] | 4.2
Problem 2 | 10 | -4.408 | [4.410,4.406] | 09 | -4.408 | [-4.414,-4.402] | -4.406 | [-4.414,4.398] | 29.6
100 | -44.0 5.5 | -44.1 3544.4
1000 | -416.7 981 | - -

The stochastic N-dimensional counterpart of Problem 2.

E[f(x,y(w))], where f(z,y(w)) = [l — 1| + [ly(w)|?
X={0<z<2 i=1---,n}

F(x,y,w)=(2y — 2z +w).
Y ={lly - 1)} < 0.25).

where w € U[-0.5,0.5].
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6 Commercial Development

Power systems operational problems have traditionally been modeled as linear and mixed-integer
linear programs. Both can be resolved by commercial mixed-integer programming (MIP) solvers
such as cplex and gurobi. Increasingly, the models that lead to such linear formulations do not
suffice. The GO competition has introduced a formulation for managing resources but such prob-
lems are complicated by uncertainty, nonlinearity, nonconvexity, and discreteness. Existing solvers
can at best process small instances of such problems, if at all. This requires a comprehensive de-
velopment of new tools. In this section, we discuss the pathway towards commercial development,
emphasizing both the barriers and opportunities.

(a) Market. Possibly, the first question is whether such a tool that can process large-scale electrical
networks, a range of contingency instances, and allow for a broad range of operational models is
even of value. We believe that in the face of climate goals, the penetration of renewables is ex-
pected to grow even further. This brings forth new challenges in managing power systems at the
bulk level, paerticularly in terms of the nature of models employed and the need to contend with
uncertainty. The latter concern is itself becoming far more relevant with the growth in climate
change impacts and demand variability. We believe such tools would be of particular value to sys-
tem operators, independent power producers, utilities, and financial participants. In short, almost
all stake-holders in the power market would find it beneficial to have such a tool. More generally,
the algorithmic underpinnings of such tools have significant benefits that extend well beyond the
power systems arena, spanning a range of application regimes including manufacturing, energy and
building systems, logistics and supply-chain management, amongst others.

(b) Commercial tool. The commercial tool of interest would have the following broad features:

(i) Computational optimization engine. An underlying computational engine that can process
two-stage stochastic optimization problems complicated by discreteness, nonlinearity, nons-
moothness, risk, and nonconvexity (in some structured form). This engine will probably be
coded in a lower level language and may need to employ some of the linear algebra subroutines
(akin to lapack etc.).

(ii) Parallel and asynchronous implementations. The engine in (i) should be implementable in
a multi-core multi-processing environment that takes advantage of parallelism and allow for
asynchronous and distributed computation.

(iii) Flexibility of modeling platform. The framework should be flexible and user-friendly in terms
of building and processing models that can then allow for being processed.

(iv) Management of contingencies. The tool should allow for managament of a large number of
contingencies each of which requires data for the entire network (which could be of the order
of 1e5 nodes or so).

(v) Bounds and sensitivity analysis. Finally, the tool should provide upper and lower bounds to
provide some notion of quality for the solution. In addition, it should allow for conducting
sensitivity analysis to parameters.

(c) Progress. The considering the overall framework for resolving large-scale power systems opera-

tion problems, complicated by risk, uncertainty, nonlinearity, and discreteness. We believe that we
have made significant progress in developing such a branching framework. Yet, there are at least
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two significant questions that remain to be addressed for building the computational engine and the
parallel implementations as part of the tool described above. First, any serious attempt at building
such a tool requires contending with the AC power flow equations in a systematic fashion, that may
include (but is not restricted to) modeling enhancements or the introduction of reformulations and
cuts. Second, scalability concerns require building parallel implementations that can leverage the
inherent parallelism in the sampling-based schemes employed. This will allow for building schemes
whose serial computation time can allow for commercial implementations for massive networks and
a large number of contingencies.

(d) Barriers and opportunities . Barriers: We envisage two key barriers to our progress in devel-
oping a computational engine: (i) A key barrier to progress has been the ability to get students to
aid in the development in the face of COVID-19. Most of our student body is international and
a significant portion has been affected both in terms of coming to initiate their studies as well as
in their ability to carry out their program. (ii) A second challenge arises in obtaining high quality
programmers who can take working prototypes in Python and develop counterparts in lower level
languages. Opportunities. At Penn. State, we have a broad set of resources in terms of the
Institute of Computational and Data Sciences (ICDS) that manages our computing facility and has
resources for aiding in the computational development. In addition, we also have a large cadre of
students in computer science and other engineering disciplines that we hope to engage, despite the
impact of COVID-19.

7 Summary and future work

In this section, we summarize the main contributions of our work and discuss some future directions.

7.1 Summary of contributions

The main contributions can be quantified as follows.

(i) Stochastic and risk-averse nonsmooth convex optimization. In the context of nonsmooth two-
stage stochastic/risk-averse optimization, we develop a smoothed accelerated variance-reduced
scheme that is characterized by an optimal rate of a convergence of O(1/k) and a near opti-
mal sample complexity of O(1/ e2+5) to compute an e-optimal solution where § > 0. Notably, this
framework can contend with a broad range of two-stage stochastic nonlinear optimization problems
where the second-stage problems may be nonlinear convex programs (with a suitable structure).

(ii) Stochastic mized-integer nonlinear optimization. When one overlays discreteness in the first
and second-stage problems, we apply a stochastic branch-and-bound scheme in which the relax-
ations are continuous and convex two-stage optimization problems. We leverage the techniques
from (i) and show that this framework can contend with a broad range of two-stage mixed-integer
nonlinear programs (albeit with convex relaxations). In particular, the scheme provides sampling-
based upper and lower bounds. In addition, we demonsrate that the introduction of cuts provides
further improvements on the quality of the solution developed.

(iii) Stochastic mathematical programs with equilibrium constraints. Complementarity constraints
emerge in some models presented in the GO competition. Such problems lead to nonconvexity
and ill-posedness and to date, there have been no efficient schemes for their resolution even in
deterministic regimes. We present an implicit framework that can contend with a subclass of
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regimes where the lower-level problems are characterized by strong monotonicity of the lower-level
map. Notably, we present efficient schemes for computing an e-solution for either a first or a two-
stage stochastic MPEC when the implicit problem is either convex or nonconvex. Notably, when
one overlays discreteness, a branching scheme can again be employed where the relaxations can be
resolved as per the schemes developed in this section.

7.2 Future work on methodology and computation.

(a) Nonconvezity. As part of our efforts on addressing complementarity constraints, we have been
able to deal with one form of nonconvexity. But contending with nonconvexities arising from AC
power flow equations remain. We will consider two approaches to address such a question. The first
lies in assessing whether computing stationary points via stochastic variants of sequential quadratic
programming schemes (as developed in our prior work [208]) may be employed. The second avenue
may consider utilizing a combination of branching schemes for computing under and over estima-
tors, similar to those employed in the commercial solver baron.

(b) Parallel implementations. A key concern in developing branching schemes lies in scalability.
There has been an effort to develop parallel implementations of branching schemes. Our intention
is to consider this avenue in developing scalable tools for contending with mixed-integer variants
of stochastic optimization problems, complicated by risk, nonlinearity, and the presence of comple-
mentarity constraints.
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