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Towards 3D data visualization using virtual reality tools

J. L. Kline? and P. Volegov

Los Alamos National Laboratory, Los Alamos, NM, 87545 ,USA

(Presented XXXXX; received XXXXX; accepted XXXXX; published online XXXXX)

Virtual Reality (VR) offers the opportunity to display data, instrumentation, and experimental setups in three
dimensions, aswell asgive the user the ability to interact with the objects. This technology movesvisualization beyond
two dimensional projectionson a flat screen with a fixed field of view in which a keyboard oranothersimilarcontroller
is need to change the view. Advances in both hardware and software for VR make it possible for the non-expert to
develop visualization tools for scientific applications both for viewing and for sharing data or diagnostic hardware
between users in three dimensions. This manuscript describes application development using two VR software tools,
Unity gaming engine and A-frame, for visualizing data and high energy physics targets.

I. Introduction

The dynamic topology of plasma physics
experimental parameters are three-dimensional (3D).
While experiments are often designed with a
symmetry axes to effectively reduce the
dimensionality of the system and thus the physics
description, perturbations typically distort the
symmetry. The simulation or experimentaldata and/or
plots of the data orimagesare then typically projected
onto a two dimensionalsurface losing some of the 3D
information. Even 3D tomographic reconstructions
from multiple projections are eventually rendered in
2D on a computer screen or in print. While such data
or images can be plotted in a perspective geometry to
provide the appearance of depth, the observer still has
to mentally transform the dataorimage. The ability to
directly visualize data in 3D enables an observer to
examine objects as they appear in reality. Even in the
1980s, the power of 3D visualization of scientific data
was realized by Gekelman and Stenzel® who published
printed data that could be viewed in 3D with the proper
glasses. Today’s Virtual Reality (VR) capabilities
makesit possible to replace flat computer screens with
tracked Head Mounted Displays (HMD) and hand
controls to enable both 3D views of data and
instruments, as well as manipulate andshare the view
with others across the globe.

The current state of VR technology makesthe tools
for creating 3D visualizations accessible to non-
experts, i.e. not requiring an in-depth understanding of
computer rendering or programming. The
telecommunication and gamingindustries have driven
hardware advances that enable rendering 3D objects
via platforms as simple as a smart phone with google
cardboard to sophisticated HMDs. The hardware also
enables networking of displays for collaborative views
and interactive data experiences.2 Software tools, such
as Unity® and A-frame*, make scene rendering very
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simple and available acrossa numberof VR platfoms.
While development of scientific visualization
applications using VR is in progress, it’s use is not
currently widespread with little to nothing in the
literature for plasma or high energy density physics.

Using the Oculus go VR platform, we developed
entry-level software to display 3D objects for plasma
science. The software enables the user to orbit an
object while keeping the HMD pointed to the center of
the coordinate system. At any position, the user can
then freely rotate their head to naturally look in any
direction to examine the data or the objects. This
enables virtualinteractions for viewing objectssuch as
data, high energy density physics targets, and
instruments in their natural 3D state.

In this manuscript, we show examples using our
applications for scientific use of VR, both data and
laser driven physics targets. We present a short
discussion on how 3D objects are rendered for VR
followed by details of our VR development using A-
frame and Unity. We show examples of 3D views of
data and targets using the Oculus go. Finally, we
briefly discuss potentialfuture directions in section V.

I1. Rendering 3D objects

Most VR rendering uses ray tracing designed for
graphics processing units that utilize fast matrix
operations. This enables the rapid display of large
high-resolution graphics.  While ray-tracing
visualization can be done via an analytical description
of objects and their intersection with light rays,
typically objects are approximated using many small
planar polygon regions that simplifies ray tracing
calculations for complex objects. These objects are
composed of polygons described by nodes, vertices,
and faces, along with the faces’ normal vectors. For
rendering objects, the other two key elements are a
light source and a virtual camera. The rays emanate
from the light source. It is the interaction between
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these rays and the object’s facelets that produce
reflected rays. Typically, the polygon facelet are
triangles making it easy to determine the path of the
ray with matrix math for which graphic processing
units are designed. The next important aspect to
rendering is the transformation of the properties of the
incoming light ray by the facelet properties contained
in the texture information. This includes physics such
asspecularvs diffuse reflections, colors, transparency,
etc. A virtual camera represented by a screen placed
in the space then captures the reflected rays from the
facelets. Itis also possible for the facelet texture to be
emissive such that an external light source is not
needed. Once the scene is setup, it is simple to create
two versions with camerasatslighter different angles
to createa 3D rendering, i. e. using one for each eye.

P . -
— Lgrisors bl
- =
- gy Ly ]
- Miiasari hadar 1 e
T Hlorpete r my ¥
-, — - i
\‘K — "2

Figure 1: diagram showing how to render objects in virtual
reality.

Software for creating objects for 3D rendering are
ubiquitous today from most Computer Aided Design
software, to specialized software such as 3D builder,
Blender,>7 VisRad, 8etc . Itis also simple to create 3D
objects using standard mathematic software such as
python, MatLab, etc. Using mathematical software
tools is critical for viewing scientific data making
them useful for generating 3D objects. Scientific
computing software often contains built-in tools for
generating objects and saving them in standard file
formatsfor 3D visualization software. Two of the most
common formats are stereolithograpy files (.stl)® and
wavefront files (.obj). A valuable tool for working
with 3D objects and preparing them for use with
application software is Blender® which is also used for
Astrophysics rendering.b 7

The remainder of this manuscript will concentrate on
rendering two examples: hot spot data from a layered
inertial confinement fusion implosionsand a hohlraum
target for double shell pre-heat measurements. To
determine the health of an ICF implosion requires
measurements of the nuclear burn including neutron
production rate and the production location. For
experiments at the National Ignition Facility 10 the
neutron imaging system1-13isthe only diagnostic with
three nearly orthogonal lines of sight and capable of
reconstructing 3D data without the assumption of a
symmetry axis. Using the image data from these
instruments, a 3D tomographic reconstruction of the
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Figure 2: a) three measured projection of the neutron
production rate of an ICF Deuterium-Tritium layered
experiment. b) image of the reconstructed neutron
production based on the projection. c) isosurfaces of neutron
production rate at 80%, 60%, 40%, and 20% of the
maximum projection rate.

neutron production rate shapeis produced.4-16 Figure
2 shows an example starting with the 2D projections
show in figure 2a and the reconstructed image in figure
2b. The reconstructed image is still a project alonga
given line of site forcing the reader to interpret depth
based on the perspective view. In VR, the user can
observe the depth of the objects stereoscopically, i.e.
normaleyesight. This becomesmore relevant viewing
the isocontours containing various levels of the
neutron production rate as shown in figure 2c. In this
particularexperiment, the neutron production rate near
the maximum breaks into two lobes and is visibly 3D.

The second example is a “keyhole” target (Figure 3)
for a double shell experiments’1® in which
measurements of pre-heat are made with the VISAR20
diagnostic. The target shown is used to measure X ray
pre-heat from the hohlraum that reaches the inner shell
of the double shell target. The inner shell is sealed
around the gold cone and placed into an outer shell.
This assembly is placed into a hohlraum target with a
large shield extending from the target on the exterior
of the hohlraum. This shield is to block stray light from
the VISAR field of view. The inner shell and the gold
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conearesealed and nearthe time of the experiment are
filled with liquid D.. After the lasers fire, a VISAR
laser penetratesa windowon the gold cone through the
D, and reflects from the inner surface of the shell. As
X ray pre-heat drives shocks into the D2, the VISAR
tracks these shocks to determine the speed which is
related to the amount of pre-heat reaching the inner
shell. The copper rods extending from the target are
the cryogenic cold fingers used to control the target
temperature and thusmaintain the D2 in a liquid state.
The keyhole target design was developed for hot spot
inertial confinement fusion.21.22

Figure 3: Double Shell keyhole target for x ray pre-heat
experiments on the national ignition facility with insets
showing internal capsule components.

I11. A-frame, Web based VR

A-frame is a web framework for creating VR
environmentsusing HTML like tags makingit easy to
get started. A java engine interprets the tags converting
the information for rendering in 3D. The framework
enables the user to display 3D objects with a simple
markup language file. Since A-frame is a web-based
platform with a java engine, the file must be accessed
through a server to be displayed. This can be a local
server on a laptop or desktop computer, a python
application server, ora centralized server. A link to the
A-frame java engine?? is required in the HTML file
using the “script” tag. This can be done either by
downloading the file and hosting it locally or addinga
link in the header. For the developmentwork here, we
utilize the free server from “glitch.com” which
provides an easy means of editing files with a quick
link to serving the web page. The setup used for our
orbital controls and viewing targets with Oculus go
can be found at https://glitch.com/edit/#!/oculusgo.

For this project, we wrote an A-frame component in
java script to enable the user to change the orbital
position around the target with the controller. The file
named oculus-go-orbit.js contains the code. Adding
the component to a camera object in the html file
enables the functionality: <a-camera oculus-go-
orbit></a-camera>. While this path to data
visualization is quite simple, challenges remain. The
largest issue is that not all web browsers support VR
andthey donotallhave the same capabilities. This can

Figure 4: a) composite 3D image show contours at 80%,
60%, 40%, and 20% of peak neutron production rate
matching Figure 2c. The individual isocontours of neutron
production rate for b) 80% c) 60% d) 40% and €) 20%, all
of which can be viewed in 3D in VR.

lead to significant investment of time to get the initial
setup working. A-frame is supported by Mozilla, so
we recommend using the Firefox web browser. There
is a lot of additional capability using APls from third
party sources which adds complexity. Figure 4 shows
an image from a web browser of a reconstructed
neutron production rate contours. The image in the
browser is initially rendered in 2D, but if the user has
an Oculus Go HMD, the scene can be rendered in 3D
by selecting the VR button in the lower right hand
corner. Using the Oculus go controller, the user can
rotate and zoom in and out on the composite image
containing all contours. Pushing the trigger button
cycles through the single contour reconstructions with
3D views. Inthis case, the peak production breaks into
to two lobes near peak production. The narrowing of
the waist between the two lobesbecomes more relaxed
with decreasing contour level. However, the overall
peanutshape is very prominent when rendered in 3D.

IV. Unity
Unity provides a 3D engine and integrated design
framework for developing VR applications. While


https://glitch.com/edit/#!/oculusgo

AlP

Publishing

principally used forgame development, itis also being
used to develop apps for training simulators, first-
responder applications, and other business-focused
applications. The unity engine offers tools to enable
importing graphic objects and to manipulate the
objects. Programming object control in Unity is done
using C# and/or Java script. Unity has built in
functionality to simplify programming interactions
with objectsand the integrated design environment is
well developed providing tools for testing and
debugging applications. There is also an extensive set
of resources and tutorials for learning to use Unity
with a large user community for help.

We developed a Unity application for viewing
targets, instruments or data starting with a menu
system using a graphics ray caster as a pointer. Each
category contains several example objects that can be
selected by pushingthe controller’s trigger button. The
touch pad input provides the meansto orbit the object
in r, theta, and phi to change the principal viewing
position. Figure 5 shows three views from our double
shell keyhole example. The first is outside the
hohlraum looking towardsthe cryogenic target holder
with the user as the scale of the target. The second
view is down the VISAR cone into the capsule. From
this view, one can see the VISAR mirror and hole in
the side of the cone forthe polar VISAR measurement.
The third view puts the viewer inside the hohlraum
looking at the capsule and features on the hohlraum
walls. Simulations do not typically capture such
assembly featuresnor their effects on the experiment.
Inthis case, the ability to tourthe targetin 3D provides
a scientist the ability to look for differences between
the targets as designed and the simulations to
investigate sources of 3D perturbations for the
experiment. While the 2D figure in this paper is
unremarkable, the 3D views bring the target to life
especially with the ability to move the viewing
position and to look around simply by rotating your
head. Given the amount of details to describe the entire
app, it is not possible in this short article. The project
itself can be found on github.

V. Future development

The current examplesare simple but we planto add
capabilities. While it is clear that 3D visualization
tools enable natural views of data and objects, much
work is needed before we will knowwhatimpactsuch
tools can have on scientific analysis. In the near future,
we hope to enable viewing of collections of targets
including primary target and backlighters, as well as
the laser beams to provide an immersive perspective
for experimental design. Implementing data analysis
tools for converting measurements from multiple
diagnostics into a common 3D data view. This enables
cross diagnostic analysis. Analysis tools forenhancing
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Figure 5: a) view outside keyhole target towards cryogenic
hardware. b) View down VISAR light shield into the inner
double shell capsule. ¢) View inside the hohlraum at the
capsule and cone showing hohlraum assembly features.

the viewing of data such as slicing, real time contour
selection, and spatial measurement capabilities
enhance 3D data analysis. Another desire is multi-user
capabilities for collaborative experiences.

V1. Conclusions

Here we have shown a couple paths forward to
enable current technology to create appsto enable VR
views of targets, data, and instruments. VR tools and
hardware make it a viable meansto provide novel
views of data and experimental setups. We plan to
continue developingtools to provide more quantitative
analysis in the VR environment so data can be
evaluated in its natural 3D state. The technology also
enables collaborative work in these environments to
connect people for shared views.
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