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Overview
Take a viewpoint and see where it leads

We Adopt an Adaptive Basis Viewpoint of Neural Networks

This perspective leads to:
• A new initialization strategy based on stability analysis
• A hybrid least squares/gradient descent training algorithm for regression
• A hybrid Newton/gradient descent training algorithm for classification

More details can be found in:
o Cyr, Gulian, Patel, Perego, and Trask. "Robust training and initialization of deep neural networks: 

An adaptive basis viewpoint." In Mathematical and Scientific Machine Learning, pp. 512-536. 
PMLR, 2020.

o Patel, Trask, Gulian, and Cyr. "A block coordinate descent optimizer for classification problems 
exploiting convexity." arXiv preprint arXiv:2006.10123 (2020). (Accepted to AAAI!)



Feature 
Vectors

Neural Networks
A neural network is a parameterized model:
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It is composed of multiple layers*



Neural Networks cont…
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Determining the Parameters
Neural network should map data according to the sampled training set : 

Parameters

Input Output

Loss function is model/data difference: 



An Adaptive Basis Perspective
View a neural network as producing a “basis” followed by a projection

(basis controls) (projected coefficients)

(output approximation)

Taking this perspective we will explore:
1. Parameter initialization
2. Training algorithms

a. Regression
b. Classification



Parameter Initialization: An Experiment
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He Initialization
“He*” is a standard technique: for ReLU’s with batch norm

Size of hypercube
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*He, K., Zhang, X., Ren, S., & Sun, J. (2015). In Proceedings of the IEEE international conference on computer vision (pp. 1026-1034).
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What is happening? ResNets

ResNet

Each layer update is:

Related to exploding/vanishing gradients, if initialized 
weights are too large inference with DNN will be unstable



Our Approach: “Box” Initialization

(0,0)

(ᵅ� ,ᵅ� )Goals:
• Remain Bounded
• Don’t Collapse: Requires growth of cell size
• Keep cut-plane is in cell at each layer

Initialize weights so that                  gives: 



Experiments: Initialization with Box vs. He

Approximating a discontinuous function composed 
of two polynomials (network width is 2)
• Only Box with ResNet (orange crosses)  works 

well
• Box does better over multiple samples, more 

robust achieving some convergence on average

ResNet Plain Neural Network



Adaptive Basis Approaches to Training



Regression with Hybrid LS/GD 

Applying Approach to Regression problems: a 
Least Squares/Gradient Descent algorithms
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Classification with Newton/GD
Applying Approach to Classification problems: 
a Newton/Gradient Descent algorithms

Level set approx. for 
each class

where



Final Thoughts
The adaptive basis perspective lead to ideas 
that improved neural network training
• “Box” initialization was developed by understanding 

how to generate a good basis
• LSGD was developed by splitting coefficients from 

basis parameters
 Taking advantage of the convexity the regression 

loss
• NGD was developed by splitting coefficients from 

basis parameters
 Taking advantage of the convexity of the 

classification loss 

Next Step: Partition of Unity Neural Networks
• https://arxiv.org/abs/2101.11256, accepted to AAAI

POU Net convergence


