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Method of Moments and the 
Problem of Interest
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Solving on the Surface instead of in a Volume3

Wave Equations:

Maxwell’s Equations: Instead of solving Maxwell’s equations in 
3D space via the wave equations, we 
solve them on the boundary between 
regions.



Method of Moments (MoM) Brief Overview4



PEC Sphere Near Field Scattering5
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Thin PEC Hollow Sphere6

Top:
• Solid sphere
• 4.77 MHz excitation 

from above, magnitude 
1 V/m

Bottom left:
• Hollow sphere
• 130 MHz excitation 

from above, magnitude 
1 V/m

Bottom right:
• Hollow sphere
• 130 MHz excitation 

from below, magnitude 
1 V/m
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Performance on Target 
Architectures
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Convergence and Scaling for a Sphere
8

Analytic reference solution for surface current given by 
Mie scattering solution to Maxwell’s equations.

• Slope reduction: communication bound as the 
amount of computational work per node decreases

• Matrix requires O(N2) memory to store, calculating 
its entries is memory bound at the cache level, and O
(N3) computation to solve via LU factorization.R. Harr ington, Time-Harmonic Electromagnet ic Fields,  McGraw-Hi l l ,  New York,  NY, 1961.



9 A Deeper Look

KNL MIC Separated TimesHSW CPU Separated Times

Notes:
• For small problems Gemma is fill dominated.  Solve should dominate for larger problems.
• However, Gemma is memory bound at “global” and register levels.

Generally speaking, Gemma is scaling well at tested problem sizes (slope of strong scaling plots near 1 with drop off occurring only as 
problem size becomes trivial compared to node size).



Improving Gemma’s Runtime Performance 10

• Efficiency performance: After inspection of the code, identified a large number of calls to the norm 
function to compute the height of the triangles. Modified code to store the height instead of 
computing it.

• Tested on CPU (ascicgpu21), GPU 
(ascicgpu21) and KNL (mutrino)

• CPU asymptotic reduction: 45%
• KNL asymptotic reduction: 34%
• GPU asymptotic reduction: 

0.5%

• GPUs are memory bound, not 
compute bound.  In particular, 
branching and memory access 
pattern changes are necessary for 
improvements in performance.

• Future work will include larger 
problems.



Precomputing Some Information1111



Reducing Sample Points12

The 3 subtriangles used in the 
radial angular transformation 
when the singularity is interior 
and exterior to the triangle.

M. A. Khayat and R. D. Wi l ton,  ”An Improved Tansformat ion and Opt imized Sampl ing Scheme for the Numerical  Evaluat ion of  Singular and Near-Singular Potent ia ls,”  
IEEE Antennas Wirel .  Propag. Lett .,  7 (2008),  pp.  377 -  380.



Weak scalability for Adelus, A Dense LU Solver Package13

(MPI ranks/GPUs, Unknowns)
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where ranks/GPUs = 1, 4, 9, 16, 25, 36
and unknowns = 1N, 2N, 3N, 4N, 5N, 6N



Timing on Vortex14

Problem Unknowns Nodes GPUs / Node Fill Time(s) Solve Time(s)

Sphere 27882 1 4 1459.6 25.2

Sphere 27882 2 2 1455.0 25.3 

Vfy 218 58383 2 4 3391.0 63.3

Almond 112272 4 4 5916.8 141.5

Gemma has been successfully run using the GPU’s on Vortex
• Each node has 4 GPU’s with 16 GByte memory per GPU
• Protocol is to run a MPI rank on each GPU 
• A code change was made to GEMMA invoking the Kokkos::Initialize()

Gemma will be used on LLNL’s Sierra for more formal testing in the 
near future



Conclusion15

 Gemma’s fill algorithm and Adelus solver are scaling well, but there is room for 
improvement and testing on other architectures.
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Additional slides
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Slot subcell model for capturing coupling into a cavity accurately18

In free space, the thin slot equation is:



Cavity comparison with analytic and experiment19
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