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2 | Linear Algebra is Everywhere

Linear algebra is at the heart of computational science and engineering. |
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3 1 [In Situ Matrix Vector Multiplication

dImplementing analog matrix vector multiplication in a resistive mesh. ‘
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+ | In Situ Matrix Solver

dImplementing an analog solution to a system of linear equations in a resistive mesh. ‘




s | Preconditioning

Preconditioning improves the rate of
convergence for iterative solvers. Harder
problems may require preconditioners to
converge at all.

Preconditioning is typically implemented
by approximately solving a system of linear
equations each iteration.

IMore complex preconditioners can lead
to faster convergence, at the cost of
additional preconditioner complexity.

JCommon algorithms:
dincomplete LU Factorization (ILU)
JAlgebraic Multigrid (AMG)
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Comparison of convergence rates with and
without preconditioning on the HB/sherman01
computational fluid dynamics matrix.




« I ILU vs Analog Preconditioning
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Incomplete LU Factorization: Analog Solver:
High precision sparse approximation Low precision dense approximation
INonzero values are represented with IMatrix elements are represented
high precision floating point using low precision fixed point
JApproximation can be improved by JApproximation can be improved
increasing the density of the increasing the bit precision

approximation




7 1 ILU vs Analog Preconditioning
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Comparison of approximation accuracy between ILU and a low-precision, dense

inverse as a function of bits using a 1024x1024 Wathen matrix. Does not include
circuit non-idealities.

A low-precision, dense inverse can be a better approximation than ILU using
very few bits.




s I Analog Domain Decomposition Preconditioning
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Each domain (submatrix) is assigned to an in situ solver array.

/n situ solves can directly replace the domain solve minimizing changes to
existing software.




s I Benefits of Analog Preconditioning
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_JReduces average domain solve energy consumption by 1025x and worst-case domain
solve runtime by 105x.

JRAS+Analog Preconditioning can reduce the total iteration count of iterative method
nearly 50% over RAS+ILU(O).
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