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Dynamic Interface Instabilities

2

§ Arise at interface between dissimilar materials:  gases, liquids, solids
§ Shear, gravitational, and shock instabilities are most commonly studied
§ Studied because of their importance to a variety of physical phenomena and 

applications
§ Instability stabilized by factors such as surface tension, viscosity, and strength
§ Thus, the instability development can be used to probe (not directly measure) 

these aspects of material behavior



Kelvin-Helmholtz Instability (KHI)
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§ Develops at interface between two layers undergoing shearing
§ For inviscid fluids, unstable under all conditions

Findik, Mat. & Design, 2011

Bahrani et al., Proc. Roy. Soc. 1967



Rayleigh-Taylor Instability (RTI)
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§ Gravitational instability
§ Unstable if acceleration from light to dense material

Barnes et al., JAP 1974

Olson et al., SCCM 2014

A =
ρ2−ρ1
ρ2+ρ1

Review:  Zhou, 
Phys. Rep., 2017
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Richtmyer-Meshkov Instability (RMI)
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Limiting case of RTI for A>0 (r1<r2) For A<0 (r1>r2), can invert

Bakhrakh et al., 1997

Review:  Brouillette, Ann. Rev. Fluid Mech., 2002
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§ doesn’t invert
§ arrests

§ can separate
§ can mushroom



RMI Strength Experiments at A=-1
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§ Backed by vaccum, so r2=0
§ Both radiography and velocimetry diagnostics

Jensen et al. (2015). J. App. Phys.
Prime et al. (2017). JDBM
Prime et al. (2019). Phys. Rev. E
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and the free surface velocity (given by the PDV data). The
quantities hÀ0 and hþ0 are the pre-shocked and shocked groove
depths, respectively. The free-surface particle velocity, ufs,
and the shock velocity in the cerium sample, Us, were deter-
mined using available data on cerium combined with the
Rankine-Hugoniot relations. The yield stress calculated in
this way is defined as Yvel. The second method took advant-
age of the high spatial resolution of the X-ray images to esti-
mate hmax

sp directly from the data. This allowed us to avoid
the uncertainties associated with the shock parameters Us

and ufs and the integration of the velocity histories according
to Equation (2). An edge finding algorithm was used to
locate the cerium-vacuum interface in each image, and the
difference between the jet peak and the trailing free surface
was taken as the jet height, or hmax

sp . Equation (1) was then
used to calculate the yield stress, Yimage.

Equation (1) for yield stress was developed for materials
with a linear Us À Up Hugoniot. The nonlinear behavior of

cerium associated with the c, a region of the phase diagram
is inconsistent with such an assumption, and could reason-
ably be expected to have a significant influence on the hydro-
dynamics of the instability growth and arrest. To account for
these effects, a third approach was used to estimate the yield
stress. Continuum simulations were performed using FLAG,
a Lagrangian hydrodynamics code.44,45 Each simulation
used a two-dimensional plane strain mesh that spanned two
full wavelengths of the perturbation and had periodic bound-
ary conditions to enforce cyclic symmetry (see Fig. 4(a)).
The mesh consisted of zones approximately 10 lm on a side
for about 42 000 zones total in the domain. The copper
impactor was modeled using a tabular equation of state and a
Preston-Tonks-Wallace deviatoric strength model.46 The ce-
rium target was modeled using a modified version40 of the
EOS presented by Elkin et al.39 The modifications adjusted
the c–a phase boundary to better capture the phase transition
characteristics and the behavior of the bulk modulus near the

FIG. 3. (a) Example X-ray images showing jet formation for shot 13-030. The image is a convolution of the initial static groove image (F0) and five additional
frames (F1 to F5) at 153.4 ns intervals. Line outs of the groove and jet interfaces were obtained using an edge finding algorithm and plotted on the image. (b)
Corresponding velocimetry data (black curves) obtained using PDV showing the jet and free surface velocities. Simulated histories obtained from the contin-
uum code FLAG are shown as blue curves. All curves were arbitrarily shifted so that shock arrival occurred at time t¼ 0. (c) A summary of X-ray images for
five experiments showing the effect of increasing the impact stress and groove depth on the jet formation. For the deepest grooves, the jet does not saturate and
outruns the free surface. All images are shown in false-color for clarity.

195903-4 Jensen et al. J. Appl. Phys. 118, 195903 (2015)
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where Y is strength in MPa and the strength-correction 
term in the first set of parentheses varies from 0.94 to 1.01 
for the range of Y examined in this work. Because of slight 
differences in the Abaqus Explicit solver accumulating over 
the 8 mm thickness that the shock travels in the copper, we 
also had to increase the pressure profile by a constant 2% in 
order to achieve an identical pressure drive to FLAG in the 
region of the perturbations.

Results & Discussion

Experimental Results

Figures 5 and 6 show PDV spectrograms chosen to exem-
plify different aspects of the full data set. The higher veloc-
ities in each spectrogram come from the spikes and lower 
velocities come from bubbles or intermediate regions. The 
dominant late time velocity of about 1500  m/s matches 
the measurements taken in the flat regions of the target 
and is called the free-surface velocity [9]. The velocity 
spectrogram in Fig. 5 for η0k = 0.433 shows a spike veloc-
ity that returned to the free-surface velocity about 0.6 µs 
after shock breakout, indicating spike arrest. The spike 
velocity is quite distinct allowing easy identification of the 
peak, !s

max
, of 2260 m/s. Figure 6 shows a spectrogram for 

η0k = 0.621, which has the least distinct velocity trace for 

(2)
P =

(

−0.00968
(

Y

860

)2

+ 0.0798

(

Y

860

)

+ 0.930

)

(

−1.5358t5 + 12.9818t4 − 44.8938t3 + 83.8841t2

− 93.6911t + 58.6794), 0 < t < 2.5

the spike leading to increased uncertainty in the estimated 
peak velocity of 2730 m/s peak velocity. The spike velocity 
trace, indicated in the inset figure is difficult to distinguish 
with Fig. 6 plotted on the same scale as Fig. 5 but was care-
fully confirmed by varying settings in the Fourier transform 
of the PDV data to identify and confirm the consistent pres-
ence of that feature. The spike velocity pulls back partially, 
indicating strength effects, but does not return to the free-
surface velocity, indicating unstable growth that will con-
tinue and eventually lead to the spikes separating from the 
target.

Table 1 summarizes the experimental results. The three 
smaller perturbation sizes fully arrested as observed by 
velocity signals like Fig. 5. The next two perturbation sizes 
showed strength effects but not arrest, like Fig. 6. We esti-
mated the peak spike velocity and uncertainties manually 
from the PDV velocity spectrograms.

Damage Modeling Results Lead to New Strength Metric

Local wave interactions in the perturbation region cause 
tensile stress and damage during the RMI evolution. Fig-
ure 7 shows snapshots in time from a FLAG simulation of 
damage for η0k = 0.39. Because the damage study came 
before the inspection data was examined, all the results in 
this section come from simulations that used a full sine 
wave (q = 1.0). The contour plot is colored by porosity, also 
known as void volume fraction, the state variable evolved 
under tensile stress in the Tonks damage model. Soon after 
the shock breaks out on the free surface, Fig. 7a, and the 
perturbations invert, porosity first appears in the subsurface 
bubble region, Fig.  7b. In shock loading, tensile stresses 

Fig. 5  The PDV velocity spectrogram for η0k = 0.433 shows a dis-
tinct velocity trace for the spike growth peaking at 2260  m/s. In 
this case, the spike velocity returned to the free-surface velocity of 
1500 m/s, indicating arrest

Fig. 6  The PDV Velocity spectrogram for η0k = 0.621 had the 
least distinct velocity trace for the spike with the peak estimated at 
2730  m/s. The spike velocity pulls back only partially, indicating 
unstable growth that will continue and eventually lead to the spikes 
separating from the target
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FIGURE 3. (Colour online) FY10 pRad images: (a) Sn–pRad0425 (Sn, PSB ⇡ 27 GPa);
(b) Sn–pRad0427 (Sn, PSB ⇡ 22 GPa); (c) Cu–pRad0426 (Cu, PSB ⇡ 36 GPa). The image time
relative to shockwave breakout at the vacuum–metal interface is to the right just above each
image. The wavelength of the perturbations was � = 550 µm, and the initial wavenumber and
amplitude product ⌘0k for each perturbation region is shown to the left of each perturbation
region. The free-surface is nominally outlined in white (yellow online), and ufs was diagnosed
with laser Doppler velocimetry (LDV) from the flat regions between each perturbation region.
Bubbles and spikes are noted on the figures. LDV locations are annotated (in blue online)
according to the probe number within (b).

bound. The Sn data present the opportunity to resolve bubble and spike dynamics that
cannot be observed in smaller-scale experiments. For example, from our small-scale
experiments it is clear that the spikes quickly reach their asymptotic velocities, much
faster than we have been able to resolve. In addition, we have not been able to resolve
any early-time bubble dynamics.

The free-surface in the Cu–pRad0426 experiment remains the flattest at late times,
with Sn–pRad0425 the next flattest, but nevertheless showing some later-time edge-
release effects even though the idea of momentum trapping is to ‘trap’ the release
wave reverberations in the outer rings so that the central disk releases to zero pressure
with minimal release from the edges. The image of Sn–pRad0427 (figure 3b) is the
most polluted by edge release effects, but on that experiment we added the 10 mm tall
right Sn cylinder between the calcitol booster and the Ti surface, as seen in figure 2,
so this result is expected.

The full sets of the Sn and Cu data are found in appendix B.

4.1. Sn results
Table 1 includes first observations of early-time bubble and spike dynamics from
liquid Sn coincidentally measured with a single LDV probe positioned above each
perturbation region (LDV probes 1, 3, 5 and 7). The first column in the table
includes the pRad event (e.g. Sn–pRad0425), the pressure in the metal just prior
to the shockwave release at the metal–vacuum interface (PSB), the average of the free-
surface velocity measured from LDV probes 2, 4 and 6 (hufsi), and the velocity of the
shockwave in the metal (ush at PSB). The remaining columns include the perturbation
wavenumber amplitude product (⌘0k), the perturbation amplitude (⌘0), the bubble

Sn & Cu
pRad

MICHAEL B. PRIME et al. PHYSICAL REVIEW E 100, 053002 (2019)

FIG. 11. Minima in the root-mean-square misfit between calcu-
lations and data indicate the average strength that best matches the
data.

lines in Fig. 12. Uncertainties in Y range from about 7% for
the 20 and 30 GPa data to 12% for the 34 GPa data. The
larger uncertainty for the 34 GPa experiment is consistent
with the larger misfit in Fig. 11. The uncertainties in Fig. 12
are intended to capture random uncertainties. The largest ex-
pected potential bias error would be uncertainty in the impact
velocity. Additional calculations indicated that a 1% change in
the impact velocity, about the experimental uncertainty, would
result in a roughly 7% change in the strength estimate. Such a
bias error would affect each shock level independently.

Recall that the largest perturbation size for each experiment
(η0k = 0.9) had a slightly larger wavelength: 300 µm com-
pared to 250 µm. Figure 12 shows that those data points fall
slightly below the trend lines from the model fit. However, the
deviations are mostly insignificant compared to the uncertain-

FIG. 12. Model-based average strength estimates fit the mea-
sured data quite well.

ties. Further experiments are planned to check the consistency
of RMI strength estimates over a wide range of perturbation
wavelengths.

Simulations using the best fit Y’s helped to put the strength
estimates into the context of important physical quantities
that affect strength: strain, strain rate, and temperature. As an
example, Fig. 13 shows results from the 1λ model calculation
for the largest perturbation size on the 30 GPa shock exper-
iment with Y set to 1380 MPa per Fig. 12. The simulated
spike velocity matches the PDV data quite well until just
after the peak velocity. After that time, two effects cause
the spike to arrest much more quickly (the velocity returns
to the impact velocity) in the model. First, the strain rate
falls off rapidly [22] which should make the actual strength
decrease, whereas the simulation has a constant strength.
Second, porosity growth in the experiment becomes sufficient
to further reduce the strength. Figure 13(b) shows the shape
of the perturbation at the time of the peak spike velocity and
is colored by effective plastic strain. This experiment had
relatively large growth because of the large perturbation size,
yet the spike growth at this time is modest compared to the
notional RMI illustration in Fig. 1. The peak plastic strain in
the spike is still significant at nearly 100%.

Following the work of [22], the computation zone with the
highest plastic strain at the time of the peak spike velocity,
which is several zones subsurface in the spike, is taken as the
most representative of the conditions influencing the strength
estimate. Along with the strength estimates, Table II shows the
values extracted from the simulations. The plateau in strain
rate after the shock, which is taken as representative for the
strength estimate (see Fig. 16 in [22]), varies by about a factor
of 4 from the smallest to largest perturbation sizes for a given
shot and only about a factor of 2 from the 20 GPa shot to
the 34 GPa shot. Considering that strength tends to vary with
the log of the strain rate, these differences in strain rate are
not very significant. Because vs

max is used to estimate strength,
behavior after the time of vs

max is not relevant, so accumulated
plastic strain and temperature are reported at the time of vs

max.
Since the strength estimate encompasses integrated behavior
up to that time, the most representative value should be some
type of average, but the final value is reported for reference.
The plastic strain varies by a factor of up to 5 between the
smallest and largest perturbation size for a given shock, and
less than a factor of 2 from the 20 GPa shot to the 34 GPa
shot. Since tantalum shows only modest strain hardening at
high rates, the strength differences from the different amounts
of plastic strain are also expected to be modest. The final
temperatures include the residual heating from the shock and
also adiabatic heating from plastic work and so show similar
trends as the plastic strain.

It would be possible to analyze the data differently. As was
done previously, the current analysis groups all six perturba-
tion sizes from each impact experiment together to give one
strength estimate per experiment [22]. A strength estimate
was also attempted for each individual perturbation region.
With the data uncertainties in Fig. 12, the uncertainties on
individual strengths were large and no informative trends
were observed. With more precise experiments in the future,
strength estimates for each individual perturbation might be
useful. For now, grouping them together provides a more
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Tamped RMI Strength Experiments (A≠-1)
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§ Adding tamper keeps P above zero, 
reducing role of damage

§ Potential tampers depend upon 
instrumentation needs/capabilities, but 
some options available

§ For velocimetry, need transparent liquid.  
With radiography, limited by transmission.

§ Liquids:  water, perfluorooctane, 
perflubron, sodium polytungstate

§ Low melting point metals:  Field’s metal, 
Wood’s metal, Galinstan, Hg

§ Metal powder (Sn, In, Au, etc.)

-0.89
-0.79
-0.69

-0.39-0.10



Example:  Ta Tamped by Sodium Pertungstate
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V = 2 km/s, l=2 mm, k𝛈o=0.63, A=-0.69, P1=76, P2=24 GPa, Y1=0.75 GPa
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§ Though loading is complex, most plastic 
work occurs near P2 and 2x105 s-1



D2O Tamped RMI Experiments on Cu at DCS
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S19-1-036 – Ta/Cu - 1.668kms P1: 47.8 GPa, P2: 9.4 GPa η0k = 0.5, A = -0.78

tstatic t = 0.353 µs t = 0.660 µs t = 0.813 µs t = 0.966 µs t = 1.120 µs t = 1.273 µs t = 1.426 µs t = 1.580 µs 

Y = 0.44, 0.46, 0.48, 0.5 GPa
Jet length (2ηD)

DCS191033 

Perturbation (2ηP)

Once calibrated, jetting copper can be used in RMI 
experiments into other materials
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RMI Experiments on Granular SiO2 at DCS
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§ RM unstable interface (A ≈-0.7/-0.5) 
leads to jetting, but jets arrest due 
to strength of compacted SiO2

§ jet amplitude much more sensitive 
to strength than shock front 
perturbation

static

153.4 ns spacing
1 mm

Shot: DCS184165 – V = 2.0 km/s – Cu symmetric impact in SiO2 powder (1.55 g/cc), l=1 mm, 2ao=0.32 mm, P≈9.5 GPa



Granular SiO2 Strength
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§ Strength values obtained at pressures much 
higher pressures than pressure-shear (elastic-
perfectly plastic model used)

§ Thermal softening leads to fall-off of strength ~8 
GPa

§ Data fit with Drucker-Prager type model with a 
cap

§ Strength appears higher than pressure-shear for 
low pressures, but no direct overlap à future 
work

UNCLASSIFIED

𝒅𝒀
𝒅𝑷

= 𝟎. 𝟑𝟓

Slide 10

α-Quartz Strength (3)

𝐹𝑠 = 𝑌 − 𝑃𝑡𝑎𝑛𝛽 − 𝑑 = 0

𝐹𝑐 = 𝑝 − 𝑝𝑎 2 +
𝑅𝑌

1 + 𝛼 − 𝛼/𝑐𝑜𝑠𝛽

2

− 𝑅 𝑑 + 𝑝𝑎𝑡𝑎𝑛𝛽 = 0

DP Surface: 

Cap Surface: 

Drucker-Prager: 𝑅 = 3 𝑑 = 0 𝛽 = 23o 𝛼 = 0

� Experimental data pushed well beyond pressure-
shear data available in literature

� Yield surface described by capped Drucker-Prager 
model

� Yield surface appears to have higher strength than 
predicted from mesoscale simulations

GEO:
𝑑𝑌
𝑑𝑃

= 0.35 𝑌∞ = 9 𝐺𝑃𝑎



Simulation Ensembles:  Dakota & Slycat

12

§ Dakota drives large number (~2000) of 
simulations for Ta tamped by a fluid, randomly 
sampling:
§ impact velocity (1-3 km/s)
§ wave parameter (0.25-1.50)
§ tamper density (1.0-7.9 g/cm3)
§ Ta strength (0.1-3.0 GPa)

§ Slycat used for visualizing data 
on cluster or locally - identify 
different classes of behavior 
(e.g. mushrooming) more easily



Scaling for Tamped RMI
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Arrested Length
§probably requires imaging
§ scaling agrees with previous 

work
§proportional to Y-1

Time when usp = ubub

§may be possible for 
velocimetry

§proportional to Y-1

Max Spike Velocity
§only need velocimetry
§useful for non-arresting 

cases
§proportional to Y-0.2



Conclusions and References
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§ Dynamic interface instabilities provide a useful way to probe material behavior
§ Tamped RMI experiments can provide strength information at high P and ̇𝜖
§ Tamper material varied to give desired conditions or can be the subject of study 
§ More study needed for tamper materials and standard jet materials (Cu, Au)
§ High-speed radiographic imaging provides key information about behavior
§ With experience and additional characterization, it should be possible to do some 

tamped RMI experiments with velocimetry only
§ Scaling relations useful for design of experiments
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Extra Slides
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>>>>Improved Imaging at the Dynamic 
Compression Sector at APS
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Olles et al. (2021). JDBM

Spatial resolution: ~2.5 μm
Window size: ~2.5 x 2.5 mm
Temporal resolution: 33.5 ps
Min interframe time: 153.4 ns
Number of frames: 8



D2O Tamped RMI Experiments on Cu at DCS
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Material EoS ρ0 (g/cc) Cs (km/s) s

Copper M-G 8.93 3.94 1.49

D2O M-G 1.107 1.48 1.984

Material Model 𝒀𝒊𝒏𝒇
(GPa)

ν

Copper EPP 0.48 0.36

Strength vs Long. Stress

Vimp = 1.023 km/s   σdrive = 3.4 GPa
Y = 0.44, 0.46, 0.48, 0.5 GPa

Jet length (2ηD)

DCS191033 

Perturbation (2ηP)

Jet Length Evolution

Once calibrated, jetting copper can be used in RMI 
experiments into other materials



Dense Liquids
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mostly 

Wikipedia


