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ABSTRACT 

Supercritical carbon dioxide (sCO2) cycles are being investigated for the future of power 

generation and will contribute to a carbon-neutral future to combat the effects of climate change. 

These direct-fired closed cycles will produce power without adding significant pollutants to the 

atmosphere. For such cycles to be efficient, they will need to operate at significantly higher 

pressures (e.g., 300 atm for Allam Cycle) than existing systems (typically less than 40 atm). There 

is limited knowledge on combustion at these high pressures and with a high dilution of carbon 

dioxide. Also, various experimental and computational investigations and model developments 

have been performed by the University of Central Florida (UCF), Embry-Riddle Aeronautical 

University (ERAU), and Stanford University (S.U.) to improve the current knowledge base and 

support the design and development of sCO2 combustors. This project's technical aspects include 

chemical kinetics development, fundamental sCO2 combustion, combustion model and sub-model 

development, supercritical fluid injection characterization, and heat transfer characterization.  

The funding provided as a part of this cost-shared project supported 4 faculty researchers, 

8  graduate students, 5 postdocs, and 6 undergraduate students at UCF. Additional students, 

faculty, and postdocs were supported at Stanford and ERAU. More than 50 journal and conference 

articles were published and disseminated to the public as a result of this project. Additionally, 

results from this work helped the industry establish tools and design strategies for direct-fired sCO2 

combustors. Also, this project acted as a basis for extending its impact to assist industry 

stakeholders in improving direct-fired sCO2 combustion systems design and development.  
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CHAPTER 1: INTRODUCTION 

1.1 Background 

The current growth in globalization, transportation, and advancement in human civilization 

combined with rapid growth in the world's population demands a high growth in electrical energy 

production. The World Energy Outlook (WEO) New Policies Scenario 2018 expects that global 

energy needs to rise by over 25% by 2040. Aside from the challenges of meeting expected energy 

demand, the rapid rise in greenhouse gases such as CO2, CH4, N2O, and Fluorinated gases are 

alarming the future of this planet.  The largest source of CO2 from human activities in the United 

States is burning fossil fuels for electricity [1], as shown in Figure 1. As per NOAA Earth System 

Research Laboratory, annual average CO2 levels are higher than at any point in at least the past 

800,000 years [2].  

 

Figure 1: CO2 emission by source in the USA in 2017 [1] 
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Hence, governments and industries have started exploring various technologies which 

could address both the energy demands and environmental concerns. The conceptual supercritical 

CO2 (sCO2) power cycles are gaining the attention of government, academic institutions, and 

industries due to their remarkable theoretical promise of efficiency, compactness, and eco-

friendliness. Numerous studies have shown that the sCO2 power cycles have the potential to attain 

significantly higher efficiencies than the conventional steam Rankine cycle [3, 4] due to the 

attractive characteristics of sCO2 above its critical point. CO2 has high density, low viscosity, and 

high specific heat near the critical point, as shown in Figure 2 to Figure 5  [5].  

 

Figure 2: Variation of CO2 density near critical point [5] 

 

Figure 3: Variation of the ratio of specific heats of CO2 near critical point [5] 
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Figure 4: Variation of viscosity of CO2 near critical point [5] 

The high density reduces the required compressor power and allows compact 

turbomachinery due to low volumetric flow, and low viscosity reduces transmission loss in the 

compressor. High specific heat reduces the temperature change due to enthalpy. This characteristic 

of sCO2 could reduce the number of inter-cooling and reheating stages. These characteristics add 

additional points to the sCO2 cycle on an efficiency scale [4]. Also, various studies have shown 

that the cost of operation of sCO2 cycles is economically impressive [6-10]. Further, the specific 

selection of CO2 as the supercritical fluid allows the power cycle to be easily paired with a range 

of heat sources that include conventional fuel, nuclear, and renewable energies due to its critical 

point temperature being closer to the ambiance (31.10o C). The wide range of sCO2 cycle 

applicability based on source temperature and corresponding thermal efficiency can be seen in Fig. 

1-5 [11]. Therefore, various government and industrial funding agencies across the globe are 

dynamically sponsoring the research related to sCO2 power cycles.  
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Figure 5: Thermal efficiencies of sCO2 cycles at various source temperatures [11]. 

The current work focuses mainly on the combustion aspect of the direct-fired sCO2 cycles. 

Here, fuel (natural gas or syngas) and oxygen are burnt directly in the cycle in the presence of 

sCO2. The wide availability of natural gas across the globe is one crucial positive driving force for 

this technology apart from many other promising features such as higher thermal efficiency, 

complete carbon capture without additional cost, compact footprint, zero greenhouse gas 

emissions, viable to install at desert areas, and the possibility of supplying excess sCO2 in the cycle 

for other commercial applications. Also, it is estimated that a 300 MW direct-fired sCO2 plant 

could produce one million gallons of water per day [12]. Therefore, direct-fired sCO2 cycles are 

an attractive alternative for current high source temperature and high power cycles.  

The layout of this cycle is shown in Fig 6 [12]. This figure shows that oxygen will be 

separated from the Air Separation Unit (ASU). The quality and quantity of the air separation 

process are very crucial for huge power oxy-combustion applications. However, it is interesting to 

know that several advancements have been made by  [13, 14] to demonstrate the feasibility of 

oxygen separation at a higher rate as per the need for oxy-combustion systems. The pure oxygen 
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supply from ASU burns along with natural gas or syngas in the combustion chamber in the 

presence of sCO2. At the downstream of the combustor, the post-combustion stream (majorly 

consisting of CO2 and H2O) is expanded through the turbine, heat exchanger and then gets 

condensed. Further, H2O (liquid) and CO2 (gas) will be separated in a water separation unit. The 

remaining CO2 will be re-circulated back to the combustion chamber via the heat exchanger. The 

excess CO2 produced in the loop will be used for other commercial purposes. 

The theoretical thermal efficiency of these cycles is remarkable, and it is around 58% [10, 

15]. However, the operating conditions of the combustion chamber are unconventional and 

challenging. As per the current state-of-art (as shown in Table 1), the operating temperature of the 

combustor is between 760o C-1150o C, and pressure is 300 bar approximately. Also, the sCO2 

dilution is more than 95% by mass.  

 

Figure 6: The layout of the Allam cycle [12] 
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Table 1: Operating conditions of the direct-fired sCO2 combustor 

Parameter Operating conditions 

1) Fuel  Natural gas/ Syngas 

2) Oxidizer Oxygen 

3) Operating temperature 760-1150 oC 

4) Operating pressure 300 bar 

5) Percentage of sCO2 dilution > 95% by mass 

 

   Though the potential and benefits of the direct-fired sCO2 cycle are superior 

to many of the trending energy production technologies, the operating conditions are stumbling 

blocks to its design and development. Any experimentation on combustion phenomenon at ~300 

bar pressure and 95% CO2 dilution are expensive, time-consuming, and even dangerous. Hence, 

accurate modeling of the sCO2 combustion phenomenon would help developers significantly in 

the initial design and development process.  

 It is known that combustion is a complex physical phenomenon that involves fluid 

flow, chemical kinetics, and heat transfer. Importantly, the interaction between these three 

phenomena. Due to the nature of the involved complexity and limitation of the computational 

power, most of the theories and models in combustion are built based on certain underlying 

assumptions. For example, one of the commonly seen fundamental assumptions in conventional 

combustion modeling is the 'ideal gas assumption.' In this assumption, it is assumed that the mean 

free path between the molecules is large, and hence there are no intermolecular forces. Although 

no gas has this property at very high temperatures and low pressures, many of the gas's behavior 
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can be closely estimated with this assumption. However, at supercritical pressures where the 

molecules are closely packed, this assumption is no longer valid. Therefore, it is very important to 

understand the fundamental characteristics of the sCO2 combustion before choosing an appropriate 

model for combustion simulation. Hence, this work primarily focuses on exploring chemical 

kinetics, combustion and heat transfer characteristics, and other models needed for sCO2 

combustion simulations. 

Chapters 2-8 are organized and presented based on the research task conducted. Also, 

conclusions for each chapter are presented at the end of those chapters. Appendices provide 

specific analysis of sCO2 combustors and recommendations for design strategies by the team. 

More detailed descriptions and presentations of some of the work and continued effort in the direct-

fired sCO2 can be found in our published articles [16-47]. Additional papers resulting from this 

project are currently undergoing the peer-review process, and those will be published in the near 

future. 
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CHAPTER 2: LOW AND HIGH-PRESSURE OXY-SYNGAS IGNITION 

STUDIES 

2.1 Introduction 

Synthesis gas, or syngas, is a fuel resulting from the gasification of coal or biomass that 

offers the potential for cleaner-burning in a power plant. A simplified model of syngas is a fuel 

primarily consisting of hydrogen and carbon monoxide. It has been demonstrated [48] that syngas 

composition is widely variable as well, complicating the design of the gas turbines. A need for 

experiments with a change in θ is needed as gasification results in varied fuel composition from 

location and processes [49]. Studies have been done to measure the ignition delay times of various 

compositions of oxy-syngas combustion in the air [49, 50]; however, very little has been done to 

see the effects that CO2 has on the combustion process. Some studies [51-53] examined the effects 

of CO2 diluted syngas at a CO2 concentration up to 30% CO2. Furthermore, [54, 55] examined the 

effects of CO2 on oxy-methane combustion at dilution up to 60% and observed an increase in 

ignition delay time. Therefore, it is unknown of the effects of high concentrations of CO2 on syngas 

combustion and experimentation must be done. 

In recent years there has been increased interest in synthesis gas as a clean combustion fuel. 

Synthesis gas, or syngas, is a fuel resulting from the gasification of coal or biomass that offers the 

potential for cleaner-burning in a power plant. A simplified model of syngas is a fuel primarily 

consisting of hydrogen and carbon monoxide. It has been demonstrated [48] that syngas 

composition is widely variable as well, complicating the design of the gas turbines. A need for 

experiments with a change in the ratio between hydrogen-to-carbon monoxide, θ, is required as 

gasification results in varied fuel composition from location and processes [49]. Additionally, 

syngas is being investigated for use as a fuel in hydrogen turbines that operate near 40atm and in 
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supercritical CO2 (sCO2) power generation cycles. For these sCO2 power cycles to operate, the 

chemical kinetics of syngas in CO2 diluted environments must be well understood to pressures as 

high as 300 atm [56], implying the need for data at higher pressures. Also, accurate experimental 

data is crucial for the development and validation of chemical kinetic mechanisms used in high 

CO2 combustor design codes. There is much to be developed before full operations with 

supercritical CO2 power cycles can begin. Another benefit of a supercritical CO2 cycle is that it 

will eliminate NOx emissions that results from combustion in air due to the CO2 cycle being 

closed. This novel design, oxy-fuel combustion in supercritical CO2 with combined CCS (carbon 

capture and storage), is being developed by National Energy Technology Laboratory (NETL) and 

private industry [57, 58]. 

In the literature, studies have been conducted to measure ignition delay times of various 

compositions of oxy-syngas in the air (see [49, 50]); however, very little has been done to assess 

the effects that CO2 has on the combustion process. Some studies [51-53] examined the effects of 

CO2 diluted syngas at a CO2 concentration up to 30% CO2—furthermore, refs. [35, 54, 55, 59] 

examined the effects of CO2 on oxy-methane combustion at dilution up to 89.5%/vol. and observed 

an increase in ignition delay time relative to other bath gasses. Work at low pressures of about 1 

atm during syngas combustion in CO2 diluted environments up to 85%/vol. dilution [41] found 

large discrepancies between ignition delay times data and predictions. Therefore, more 

investigation is needed 
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2.2 Low-Pressure Ignition Study 

Low-pressure measurements examined the ignition delay time of oxy-syngas combustion 

in a shock tube with CO2 dilutions from 60%-85%. This study looked at the effects of changing ϕ, 

the equivalence ratio, from 0.33-1.0 as well as changing θ, the fuel ratio of hydrogen to carbon 

monoxide, from 0.25-4.0. The study was performed at 1.61-1.77 atm and a temperature range of 

1006-1162K. The experimental data were compared with two combustion chemical kinetic 

mechanisms GRI-Mech v3.0 [60] and AramcoMech v2.0 [49]. In addition, high-speed imaging of 

the experiments was taken at the end wall of the shock tube to compare with different methods of 

determining the ignition delay time. 

Table 2. The syn gas mixtures at around 1 atm that were investigated. 

Mixture ϕ θ % H2 % CO % O2 % CO2 % Ar 

1 0.5 1.02 1.75 1.72 3.47 0 93.06 

2 0.5 1.00 5 5 10 60 20 

3 0.5 1.00 5 5 10 80 0 

4 0.33 1.00 5 5 15 75 0 

5 1.00 1.00 5 5 5 85 0 

6 0.5 4.00 8 2 10 80 0 

7 0.5 0.25 2 8 10 80 0 

 
All the mixtures of experiments presented can be found in Table 1. It begins with the replication 

study mixture. The rest of the mixtures capture the change of ϕ from 0.33-1.0. It also covers a 

change of θ from 0.25-4.0.  

2.2.1 Validation Study 

In order to validate our shock tube for syngas experiments, a study was done to replicate a 

set of experiments performed in [49]. The measurement for ignition delay time was described as 
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the time between the initiation of the system by the reflected shock wave and the occurrence of 

the [OH] maximum. The replicated tests were the data points at 1 atm. The mixture that was created 

was slightly different from that study. The study had a θ value of 1.0, while the mixture I made 

was 1.02.  In both mixtures, a ϕ of 0.5 was consistent.  

2.2.2 High-Speed Image Processing 

The high-speed imaging provides insight into the homogeneity of combustion in the shock 

tube to compare to standard methods (e.g., pressure, emissions), which assume homogenous 

ignition. The light sources from this reaction are the oxy-hydrogen flame and the carbon monoxide 

oxidation flame. The oxy-hydrogen flame emits light primarily from the 200 nm to 400 nm range, 

mainly due to strong OH band emissions at 306.36nm, 306.76nm, and 309.04nm [61]. The carbon 

monoxide oxidation flame primarily is in the 350nm to 450 nm range due to forming CO2 

emissions at 402.6 nm [61]. However, it is heavily driven by OH formation. The camera used, the 

Phantom V710, was designed to operate in the visible light range, 390 nm - 700 nm. The quantum 

efficiency (i.e., the effectiveness of the camera to see the light at a specific wavelength) quickly 

declines at lower wavelengths and is reported to be 15% at 350 nm [62]. Below this value, the 

efficiency was not recorded by the manufacturer. Even considering the broadening of emissions 

due to increases in temperature and pressure, the emissions are in wavelengths below the camera's 

design parameter.  

The emissions detector is designed to see light emissions from 150 nm to 550 nm. Signal 

intensity was very low when a bandpass filter was placed in front of the detector because CO2 

dilution makes emission intensity go down significantly. Therefore, no filter was used. When 

ignition starts, the concentrations of the radicals (e.g., OH) make a peak. The intensity of the 

emission is directly proportional to the number density of the OH molecules, which is not captured 
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by the camera operating in the visible light. After the radical concentration makes a peak, there is 

a dramatic decrease in fuel concentration due to the reactions between those radicals and other 

molecules. Since the camera cannot detect light in the UV range, the images recorded correspond 

to a time slightly later than the onset of ignition. Therefore, only images at the onset of combustion 

until the peak of emissions determined from the emissions detector are considered.  

2.2.3 Ignition Delay Times of Replication Study 
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Figure 7. Pressure trace of replication study including emissions detector and camera emissions. 

Figure 7 is a single experiment pressure trace of the replication study done. The main 

combustion event does not provide a large change in the pressure of the system.  Also included 

with the pressure are the normalized emissions detector trace as well as the normalized camera 

emissions. The camera emissions are slightly behind the emissions detector due to it being unable 

to see OH emissions. The same method for calculating the ignition delay time using the peak of 

emissions was used as described in the study. 
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Figure 8. The data points with 20% uncertainty in our study compared to the provided data points 
in [49]. 

As seen in Figure 8, the data points of our study were at slightly higher ignition delay times 

compared with the data points of the previous study. However, the trends are similar, and the 

differences are within the limits of the uncertainties of the measurements. There were a few 

differences in the mixture that were noted previously. 

2.2.4 Increased CO2 Dilution in Syngas Mixtures 

Mixtures 2 and 3 have similar fuel and oxygen compositions. However, mixture 2 has 60% 

CO2 dilution compared to the 80% CO2 dilution in mixture 3. Bifurcation of the shock wave due 

to the CO2 dilution is noticeable in the pressure traces between the incident and reflected shocks 

of the experiment and the other mixtures of this paper. This phenomenon is properly documented 

for these dilutions [54, 63]. 
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Figure 9. Pressure trace of an experiment using mixture 2, including emissions detector and camera 
emissions. 

 Figure 9 is a pressure trace of the 60% CO2 experiment. An apparent pressure rise is seen 

in the experiment that matches the emissions detector. The high-speed camera was able to capture 

the ignition event as well. The end wall emissions from the camera are slightly behind compared 

to the emissions detector. However, it eventually observes more light (down the length of the shock 

tube) than the detector, as evident from the steeper rise of the slope compared to the camera 

emissions.  

 

Figure 10. These images were from the experiment plotted in Figure 3. Image (A) refers to the end 
wall emissions at 943.92 μs. The slope method determined ignition at 947 μs. Image (B) refers to 
the end wall emissions at 1286.85 μs. The peak method determined ignition at 1288 μs. An 
artificial ring was placed to show the circumference of the shock tube. 
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Using two methods for determining ignition delay time, Figure 10 shows images of the flame using 

both the slope method (A) and a bright image at the peak of emissions (B). A completely 

homogenous combustion event is observed at the emissions peak throughout the entire shock tube 

cross-section. 
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Figure 11. Mixture 2 experimental data points with 20% uncertainty are compared with two 
combustion kinetic models. 

The data points collected using the slope method are compared with two combustion chemical 

kinetic mechanisms in Figure 11. The data does not match up well with these predictions; however, 

it follows a similar trend.  
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Figure 12. Pressure trace of an experiment using mixture 3, including emissions detector. 

Figure 12 is a pressure trace of an 80% CO2 experiment where ϕ =0.5. A pressure rise is visible at 

the same time as the emissions detector. No camera data was taken of this mixture for comparison. 

The chemical kinetic mechanisms were compared to these experiments of mixture 3 and are 

presented later in this report. 
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Figure 13. Ignition delay time comparison between mixture 2 and mixture 3 experiments.  
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It is expected that with an increase in CO2 amount from mixture 3, an increase in the ignition delay 

time was observed. The primary reactions that are impacted are as follows: 

CO + OH ⇌ CO2 + H                     (R1) 

H + O2 ⇌ O + OH           (R2) 

 

It has been observed that CO2 is not an inert bath gas in the ignition of syngas combustion. 

CO2 competes for H radicals through the reverse reaction, which decreases the concentration of 

the H radicals that participates in the chain branching reaction given by R2. This is consistent with 

previous observations [64]  of the chemical effect of CO2 on methane and hydrogen flames.  In the 

same shock tube facility, similar observations were confirmed utilizing methane as the fuel instead 

of syngas [54, 63]. 

Although within the uncertainty of the experiments from Figure 13 that compares the 

ignition delay time for mixtures 2 and 3, it is expected that an increase in CO2 concentration 

increases the ignition delay time for the same oxy-syngas composition at these test conditions. The 

purpose was to study syngas combustion in CO2 dilution and compare these with current chemical 

kinetic models. It will be shown throughout this publication that ignition delay times are lower 

than predictions by models due to CO2 interaction. 

2.2.5 Change of the Equivalence Ratio ϕ 

Here, ϕ was changed between 0.33, 0.5, and 1 (mixtures 4, 3, and 5, respectively). 
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Figure 14. Pressure trace of an experiment using mixture 4, including emissions detector and 
camera emissions. 

 Figure 14 is a pressure trace of an experiment with a ϕ of 0.33 in mixture 4. The fuel-lean 

mixture 4 did not exhibit a pressure rise typically seen with combustion. A similar observation was 

seen for CO2 diluted mixtures in methane and [55, 63]. The measurement results quantified using 

the camera images initially fell behind those of the emissions detector. However, more light was 

observed from the camera measurements downstream of the tube, resulting in higher maximum 

intensity. This was seen since the normalized camera emissions were greater than unity at a time 

before the peak of the emissions detector at the 2 cm location. 
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Figure 15. These images were from the experiment plotted in Figure 9. Image (A) refers to the end 
wall emissions at 72.23 μs. The slope method determined ignition at 78 μs. Image (B) refers to the 
end wall emissions at 176.6 μs. The peak method determined ignition at 176 μs. An artificial ring 
was placed to show the circumference of the shock tube. 

 

The images of combustion in Figure 15 show non-homogenous combustion with a very 

weak flame event. Compared to Figure 11B, where the combustion event consumes the entire 

cross-section of the shock tube, this was not observed for this mixture at critical ignition times. 

Bifurcation of the shock due to the CO2 dilution has been previously observed with high-speed 

imaging to disrupt the homogeneity of the shock wave during ignition [63, 65]. This effect is 

increased with higher CO2 dilutions. In Figure 9, the camera failed to detect light at the time of 

ignition determined by the slope method (A) but observed light at the time of the peak of emissions 

(B).  
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Figure 16. Pressure trace of an experiment using mixture 5, including emissions detector and 
camera emissions. 
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Figure 16 is a pressure trace of an experiment with a ϕ of 1.0 in mixture 5. A similar 

temperature from Figure 15 was chosen for Figure 17 to distinguish the difference in the ignition 

delay time. There was not a noticeable rise in the pressure from combustion in this mixture.  The 

camera emissions were slightly behind the emissions detector in this mixture, however, it provided 

insight into the flame characteristics. 

 

Figure 17. These images were from the experiment plotted in Figure 10. Image (A) refers to the 
end wall emissions at 239.24 μs. The slope method determined ignition at 245 μs. Image (B) refers 
to the end wall emissions at 343.61 μs. The peak method determined ignition at 340.5 μs. An 
artificial ring was placed to show the circumference of the shock tube. 

In Figure 17, a flame is visible in the ϕ = 1.0 mixture 5 experiments correlating to the slope 

method (A) for determining the ignition delay time as well as the peak method (B). The flame is 

non-homogenous, similar to the lean fuel mixture in Figure 16. The effect of CO2 addition on the 

homogeneity of both the fuel-lean (Figure 15) and ϕ = 1.0 (Figure 17) mixtures are apparent when 

compared to a lower CO2 dilution (Figure 11). 
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Figure 18. A plot of mixtures 3, 4, and 5 experiments. A change of ϕ resulted in differences in 
ignition delay time. These plots are compared to GRIMech v3.0 and AramcoMech V2.0. 

 

Figure 18 compares the predictions of the two combustion chemical kinetic mechanisms 

with measurement results obtained using the mixtures of 3, 4, and 5. Neither model accurately 

predicted the ignition delay times, considering a 20% uncertainty in the ignition delay time 

measurements. The fuel-lean mixture had a shorter ignition delay time. This was primarily because 

of a higher concentration of free radicals, including OH, the radical involved in the primary 

reaction mechanism of hydrogen and carbon monoxide combustion (i.e., R1 and R2).  Although 

incorrect in estimation for all three mixtures, the models did provide accurate trends. These trends 

in the temperature match previous findings [49, 50, 52], for a change in ϕ in syngas mixtures.  

2.2.6 Change of the Hydrogen-to-Carbon Monoxide Ratio, θ 

A change of the fuel ratio was also performed at a fixed equivalence ratio of ϕ = 0.5. This allows 

better insight on the contributions of each fuel to combustion. 
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Figure 19. Pressure trace of an experiment using mixture 6 including emissions detector and 
camera emissions. 

Figure 19 is a pressure trace of an experiment with a change of θ from 1.0 to 4.0 in mixture 

6 compared to mixture 3. A large pressure rise was not seen during combustion with this mixture. 

Camera emissions matched well with the emissions detector but with some initial delayed 

response.  
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Figure 20. Pressure trance of an experiment using mixture 7, including the emissions detector. 
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In mixture 7, where θ was decreased from 1.0 to 0.25, there were noticeable changes. 

Camera imaging was not taken for mixture 7. In Figure 20, a pressure trace is given as well as the 

emissions detector trace. This mixture, with a larger carbon monoxide percentage, had a slower 

energy release as compared to other mixtures, as seen in the emissions detector. This is to be 

expected as carbon monoxide combustion is a much slower reaction as compared to the hydrogen 

combustion reaction and was previously observed [49]. 

For mixture 6, θ = 4.0, the models did not accurately predict the trend at colder 

temperatures. Both models predict an increased ignition delay time at lower temperatures. 

However, the observed ignition delay time does not substantially change from 1000 K to 1050 K. 

This was observed with a θ greater than 1.0 [49, 52]. It is explained that at low temperatures, 

competition between the chain branching reaction (R3) and chain termination reaction (R4) occur: 

H + O2 = OH + H                 (R3) 

H + O2 (+M) = HO2 (+M)    (R4) 

The former dominates the ignition chemistry at high temperatures while the latter dominates at 

intermediate to low temperatures [52]. 
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Figure 21. A plot of mixtures 3, 6 and 7 experiments. A change of θ resulted in differences in 
ignition delay time under similar conditions. 

 

Figure 21 compares predictions of two combustion chemical kinetic mechanisms with data 

for mixtures 3, 6, and 7. None of the mechanisms accurately predicted the ignition delay times for 

the mixtures tested. The trends in mixtures 6 and 7 are expected and match what was observed by 

[50, 52] for a change in θ, with a minor exception to low temperatures in the mixture with θ = 4.0. 

Mixtures with a larger value of θ had a shorter ignition delay time due to the presence of 

more hydrogen. Hydrogen has a much faster ignition chemistry relative to those of carbon 

monoxide combustion (which relies on hydroxyl formation). There was a little difference in the 

ignition delay time of mixtures 3 and 6, where θ changes from 1.0 to 4.0. The free radical formation 

for both mixtures satisfied the CO reaction to form CO2. Whereas in mixture 7, with θ = 0.25, 

much less hydrogen existed to be able to form necessary free radicals for the same reaction to 

occur, resulting in the noticeable increase in the ignition delay time. Similar observations were 
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made in previous studies [49, 50, 52, 53, 63]. Present work highlights the importance of collecting 

experimental data in syngas mixtures so that kinetic mechanisms can be validated in mixtures with 

high CO2 dilution.  

2.2.7 Conclusions for low pressure 

This is the first comprehensive experiment on the effects of adding high levels of CO2 to 

syngas ignition delay times in a shock tube. This work measured the ignition delay time of oxy-

syngas combustion in a shock tube with CO2 dilutions from 60%-85% between 1006-1162K. 

Different mixtures of H2/CO were used to see the effects of changing ϕ as well as θ. The ignition 

delay times had a positive correlation with ϕ showing that as the equivalence ratio decreased, the 

ignition delay times became shorter. Shorter ignition delay times were seen with an increase in 

changing θ. The mixture variations are necessary to observe trends in the ignition behavior under 

real-world conditions where the combustor could be operating over a wide range of settings. The 

experimental data were compared with two combustion chemical kinetic mechanisms GRI-Mech 

v3.0 and AramcoMech v2.0. In general, these models did not accurately predict the ignition delay 

time but generally predicted the trends seen in parametric variations in T, ϕ, etc. In addition, high-

speed imaging of the experiments was taken at the end wall of the shock tube to compare with 

different methods of determining the ignition delay time. The high-speed camera images revealed 

insights into the non-homogeneity of the combustion events within the shock tube for large CO2 

dilutions but had some shortcomings to be addressed in future work. 

 The data suggests that there is a significant limit to the models at predicting the ignition 

delay time of syngas with variations in compositions with high dilutions of CO2. Current 

experiments were performed around 1.7 atm. More analysis must be done at higher pressures to 

evaluate the effects of CO2 within the entire range of operating conditions of a sCO2 combustor. 
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In addition, modifications for the camera must be added in order to observe light at a lower 

wavelength. Present data would serve as crucial validation steps needed for the development and 

refinement of future combustion kinetic models.  

2.3 Mid Pressure Ignition Study 

This work offers new ignition delay time (IDT) data at higher pressures in oxy-syngas 

mixtures in a shock tube with high CO2 dilution (which was fixed at 85%/vol.) and at an 

equivalence ratio, φ, = 1.0. Also, this research investigates changing θ, the fuel ratio of hydrogen-

to-carbon monoxide, in the range 1.0-0.11. The study was performed at a range of pressures from 

34.58 to 45.50 atm and temperatures from 1113 K to 1275 K. Additionally, the data was compared 

to the performance of 12 literature mechanisms against current data as well as with our previous 

measurements near 1atm [41]. The experimental data presented here will guide the development 

of future syngas kinetic mechanisms needed for cleaner power plants while the performance 

comparisons provide suggestions on existing mechanisms and their accuracy under these 

conditions.   

2.3.1 UCF Study 

2.3.1.1 Introduction 

In the literature, studies have been conducted to measure ignition delay times of various 

compositions of syngas in the air (see [49, 50]); however, very little has been done to see the effects 

that CO2 has on the combustion process. Some studies [51-53] examined the effects of CO2 diluted 

syngas at a CO2 concentration up to 30% CO2. Furthermore refs. [35, 54, 55, 59, 66] examined the 

effects of CO2 on oxy-methane combustion at dilution up to 89.5% and observed an increase in 

ignition delay time relative to other bath gasses. Previously, we conducted work at low pressures 
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of about 1 atm during syngas combustion in CO2 diluted environments up to 85% dilution [41]. 

That study found large discrepancies between ignition delay times data and predictions.  

This study provides new ignition delay time (IDT) data at higher pressures in oxy-syngas 

mixtures in a shock tube with high CO2 dilution (which was fixed at 85%) and at an equivalence 

ratio, φ, = 1.0. Also, this research investigates changing θ, the fuel ratio of hydrogen-to-carbon 

monoxide, in the range 1.0-0.11. The study was performed at a range of pressures from 34.58 to 

45.50 atm and a range of temperatures from 1113 to 1275 K. Additionally, we compared the 

performance of 12 literature mechanisms against current data as well as our previous 

measurements near 1 atm [41]. The experimental data presented here will guide the development 

of future syngas kinetic mechanisms while the performance comparisons provide suggestions on 

existing mechanisms and their accuracy under these conditions.   

 

3.3.1.2 Results and Discussion 

3.3.1.2.1 Shock Tube Simulations  

Typically, shock tube experiments are modelled using a homogenous, constant-internal 

energy and constant-volume assumption [51, 54]. Because CO2 is used as the diluent, there are 

unique challenges when modelling current experimental data. It has been well understood that CO2 

causes bifurcation of the shock wave due to boundary layer effects, shown both numerically [67] 

and experimentally [35, 41]. Bifurcation causes the shock wave to detach from the walls of the 

shock tube as it is reflected, causing turbulence and non-stagnant flow. Although this effect occurs, 

it has been shown to not impact the homogeneity of the core region of the mixture experimentally 

in our facility with a high-speed camera [41, 54]. With large amounts of CO2 dilution, it has been 

experimentally observed for both syngas and methane mixtures that a significant pressure rise does 
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not occur from ignition and therefore it is more appropriate to use a constant-pressure assumption 

for modelling current experiments. 

 

Figure 22. Pressure and emissions traces for a typical experiment near 40atm. The pressure traces 
for two modeling assumptions are also shown. The unsteadiness in the test pressure is due to 
bifurcation effects where pressure is measured. 

 

As seen in Figure 22, the test pressure does not rise substantially when ignition occurs, 

which can be explained due to the higher specific heat capacity of CO2 compared to argon (a 

typical diluent in shock tube experiments), which increases the specific heat of each mixture. 

Therefore, using a constant-pressure assumption rather than the constant-volume assumption is 

preferred. 

 Ignition delay times for the shock tube experiments evaluated were at mid-range 

temperatures (1000K-1250K); however, the ignition delays were on the order of 1.5 ms or less. 

Experiments at longer ignition delay times may encounter facility effects that increase reaction 

pressure over time that occur on the order of multiple ms. Additionally, impurities in the system 
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can cause ignition delay time measurements to depart from expected behavior, especially for CO 

mixtures. Common impurities were avoided, such as iron pentacarbonyl, which Dryer et al. [68] 

suggested may cause systematic over-predictions. These were avoided by utilizing research-grade 

CO in a pressurized aluminum tank rather than a carbon-steel tank. 

Table 3. New data detailed mixtures compositions (%). 

Mixture ϕ θ H2 CO O2 CO2 

1 1.0 1.00 5 5 5 85 

2 1.0 0.67 4 6 5 85 

3 1.0 0.25 2 8 5 85 

4 1.0 0.11 1 9 5 85 

Table 3 presents mixtures that are investigated in this study. The CO2 dilute percentage was fixed 

at 85%, and ϕ was fixed at 1.0. These mixtures primarily compare a change of θ from 1.0-0.11. 

3.3.1.2.2 Methodology for Comparison of Data with Predictions by Mechanisms 

 The methodology in this work adopts suggestions by Olm et al. [69] to perform a similar 

evaluation and review of ignition delay time measurements to model predictions. In this work, the 

agreement of experimental and simulation results is investigated using the following objective 

function:   
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Here, N is the number of datasets and Ni is the number of the data points in the ith 

dataset.,(1) is the error function of a given dataset, 𝑦𝑦𝑖𝑖𝑖𝑖simis the simulated ignition delay time 

measurement from the corresponding kinetic mechanism. 𝑦𝑦𝑖𝑖𝑖𝑖
expand 𝜎𝜎�𝑦𝑦𝑖𝑖𝑖𝑖
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and its uncertainty. Error function values Ei and (2) are expected to be near unity if the chemical 

kinetic model is accurate, and deviations of the measured and simulated results are caused by the 

scatter of the experimental data only. E is the total average error function averaged across all 

datasets. The average error was calculated for both low and high pressure separately to determine 

performance for the given datasets.  

3.3.1.2.3 Mechanisms Chosen for Validation 

 A total of 12 literature kinetic mechanisms (see Table 4) were used with the CHEMKIN 

PRO [70] tool. The ignition delay time was determined from the predicted OH concentration time-

histories (the excited OH* causes most of the emissions in these mixtures). The steepest rise in 

this plot was then extrapolated down to the baseline measurement to determine the predicted 

ignition delay time.  

One of the aims of this part of the study was to compare the top eight overall rated 

mechanisms of the fifteen syngas combustion mechanisms that were evaluated for performance in 

the comprehensive syngas mechanism study by Olm et al. [69]. Additional four mechanisms 

(AramcoMech V2.0 [71], GRI V3.0 [60], FFCM-1 [72], and Varga [73]) were added to Table 3 to 

a total of twelve tested. The AramcoMech V2.0 [71] is a comprehensive C1-C4 hydrocarbon 

mechanism that was released in 2016. GRI Mech V3.0 [60] is a natural gas-based mechanism 

published in 1999, and however, due to its wide usage in syngas combustion literature, this was 

chosen as a reference mechanism. FFCM-1[72] is a 2016 released mechanism that was built on 

global optimization using available combustion data sets. Lastly, Varga [73] is an optimized 

syngas mechanism that was created as a result of the comprehensive syngas mechanism study by 

Olm et al.[69].  
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Table 4. List of mechanisms tested for IDT predictions in syngas/CO2. Highlighted in green are 
the top three mechanisms (lower error value is better) from the current study. 

No. Mechanism Reference Species Reactions Low P Error High P Error Total Error 

1 AramcoMech V2.0 [71] 493 2716 4106 4849 4403 

2 CRECK-2014 [74] 14 33 7 684 278 

3 Davis-2005 [75] 14 38 29 951 397 

4 FFCM-1 [72] 38 291 1843 7075 3936 

5 GRI V3.0 [60] 53 325 350 86 244 

6 Keromnes [49] 15 48 4259 6079 4987 

7 Li-2007 [76] 14 37 82 612 294 

8 Li-2015 [77] 21 93 760 1152 917 

9 NUIG-NGM [78] 293 1593 570 8269 3650 

10 SanDiego-2016 [79] 57 268 115 1731 761 

11 USC-II [80] 111 784 1260 811 1080 

12 Varga [73] 14 44 2946 2127 2619 

 

3.3.1.2.4 Comparison with Model Predictions 

In Figure 23a, the experimental data points for a low-pressure mixture are shown compared 

to the twelve model predictions. Most of the models overpredict the data; however, at high 

temperatures, it appears that some of the predictions are close. It is seen that at colder temperatures, 

some models are greatly overpredicting IDTs. In Figure 23b, the same mixture at high pressure, 

all but one mechanism, Li-2007, is within the experimental uncertainties. 
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Figure 23. Measured and predicted ignition delay times for mixture 1 in Table 2 at a) low pressure 
(1.7atm data from [41]), and b) high pressure (42 atm, current data). The reader is referred to the 
PDF version of this article for interpreting different colors. 

 

In Figure 24a, the average error function values for the low-pressure shock tube 

measurements are shown. The overall best mechanisms for the ignition delay times are CRECK, 

Davis, and Li-2007. These mechanisms can capture the behavior at lower pressures within the 

uncertainty for syngas diluted in a CO2 environment. It can be concluded that even at atmospheric 

pressure, there are wide discrepancies in all tested mechanisms' performance. In Figure 24b, the 

average error function values for the high-pressure shock tube measurements are shown. All 

mechanisms overpredicted ignition times for all temperatures, which suggests none of the models 

are entirely capturing the natural chemistry occurring. All the models are, however, following a 

similar qualitative trend for IDT dependence on temperature. At higher pressures, GRI, Li-2007, 

and Davis are the best overall performers; however, none do a reasonable job at quantitatively 

determining the IDT. Thus, there is a large discrepancy between the tested models, which suggests 

the real chemistry is not being captured. 
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Figure 24. Error Function for the twelve mechanisms for a) low pressure (1.7 atm) and b) high 
pressure (42 atm) syngas experiments.   

3.3.1.2.5 Pressure Dependence of IDTs with CO2 Dilution 

 
Earlier work performed at 1 atm has identified some of the effects of CO2 dilution on 

ignition. With methane combustion, an increase in ignition delay time occurred with large CO2 

dilution [54]; however, a decrease occurred in syngas mixtures with similar dilutions and 

pressures[41]. Therefore, CO2 clearly has an impact on the ignition process of oxy-syngas 

combustion that is not captured with the models.  
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Figure 25.  Pressure dependence of syngas ignition delay times along with predictions of three 

mechanisms. High pressure data from current work; Low pressure data from ref. [41]. 

Previous low pressure [41] and current high-pressure syngas data are compared in Figure 

25. It is observed that ignition delay times increase for the given temperature range at higher 

pressures. Interestingly, the three models are shown for comparison also predict this behavior. It 

should be noted that both data and models are showing a cross-over point slightly above 1000 K 

on the colder end and about 1350K on the hotter end. In this temperature region, high-pressure 

ignition is delayed relative to lower pressures. 
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3.3.1.2.6 Sensitivity Analysis 

 

Figure 26.  Sensitivity coefficients (Li-2007 mechanism) for ignition delay time on OH time-

history obtained through a brute force sensitivity analysis. The top 10 reactions are shown. 

 A brute force sensitivity analysis for IDT was carried out for 1 atm and 40 atm for mixture 

1 at 1150K. It can be seen in Figure 26 that there are competing reactions in this mixture. The top 

10 reactions match the same in sensitivity studies (not shown here) done for mixtures 2, 3, and 4. 

As observed, these reactions have a much larger effect on the ignition delay time at 40 atm 

compared to 1 am.       

In Figure 26, it is shown that the ignition delay time has two reactions competing for the 

same reactants R(1): H+ O2 (+ M) ⇌ HO2 (+ M) and R(2): H + O2 ⇌ OH + O, leading to a higher 

termination rate relative to the chain branching rate. Indeed, a recent study on laminar flame speeds 

[81] of H2/O2 combustion in CO2 bath gas found that at higher pressures for the same temperature, 
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the chain termination reaction R(1), overtakes the chain branching reaction R(2) of molecular 

oxygen (O2).  The chain termination reaction R(1) (due to third body M) is a strong function of 

pressure (the rates increase at high pressures) while it has weak temperature dependence [82]. On 

the other hand, reaction R(2) has a strong Arrhenius dependence on temperature [83] and a weak 

dependence on pressure. The competition between these two branching and termination reactions 

and their reaction rates' dependence on pressure and temperature is responsible for the behavior 

experimentally shown in Figure 25. At high temperatures, despite the increase in the reaction rate 

of R(2), the termination rate R(1) dominates for high-pressure mixtures (resulting in delayed 

ignition), while R(2) is faster for the low-pressure mixtures (hence shorter IDTs).  This would 

explain the increase in the ignition delay time in our reported experiments at higher pressures 

(above 1000K).  Additionally, the reaction rate for R(2) with CO2 has only been validated up to 8 

atm by Vasu et al. [51]; therefore, the high-pressure limit may not be well captured with current 

models at 40 atm.  

CO2 has a reduced third body collision efficiency, which will lead to different behavior, 

especially relative to nitrogen or argon, which are traditional bath gasses [51, 59] used in shock 

tube studies. CO2 has traditionally been treated as a product of combustion; however, it has been 

experimentally shown that CO2 is not an inert bath gas in the ignition of syngas combustion (i.e., 

CO2 is both a reactant as well a product). Also, CO2 competes for H radicals through the reverse 

reaction of R(3): CO + OH ⇌ CO2 + H), which results in a decrease in the concentration of the H 

radicals (H radicals participate in the chain branching reaction given by R(2)). This is consistent 

with previous observations of the chemical effect of CO2 on methane and hydrogen flames [64]. 

In the same shock tube facility, similar observations were made utilizing methane as the fuel 

instead of syngas [35, 54]. The collision efficiencies of CO2 and reactions involving CO2 will need 
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crucial examination in the future for improving the predictions by mechanisms for data taken in 

this study at high pressures.  

3.3.1.3 Conclusions for mid pressure 

 This work measured ignition delay times of oxy-syngas mixtures in a shock tube with a 

high CO2 dilution of 85% and at stoichiometric conditions. This study investigated changing θ, the 

fuel ratio of hydrogen-to-carbon monoxide, from 1.0-0.11. The study was performed at a range of 

pressures from 34.58 to 45.50 atm, and a range of temperatures from 1113 to 1275 K. Mixture 

variations are necessary to observe trends in the ignition behavior under real-world conditions 

where combustor could be operating over wide ranges of syngas compositions. To the best of our 

knowledge, we provide the first comprehensive experiments at elevated pressures for syngas with 

high levels of CO2.   

Additionally, predictions of twelve literature syngas chemical kinetic reaction mechanisms 

were assessed for their performance. It was found that at low pressures near 1 atm, some of the 

mechanisms agreed well with the data, while at high pressures, most of the models overpredicted 

the ignition delay times. In general, these mechanisms did not accurately capture the magnitude of 

experimental ignition delay time but generally predicted the trends seen in parametric variations 

in T, P, θ, ϕ, etc. Overall considering low and high pressures, the top three mechanisms were: GRI 

V3.0, CRECK-2014, and Li-2007.  Both models and data indicate that ignition delay times 

decreased at high temperatures with increasing pressure, and there appears to be a cross-over point 

in temperature below which ignition delay times are faster with pressure. This trend can be 

explained by looking at the reaction rates of chain branching and termination reactions and their 

reaction rates dependence of pressure and temperature. Further measurements of reaction rates 

involving CO2 bath gas at a range of temperatures and pressures must be performed and 
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incorporated into kinetic models. This is an area that may be improved on with future experiments 

to determine the high-pressure limit of R(2) for CO2 bath gas. 

Current experimental data suggests that there is a significant limitation to the literature 

kinetic mechanisms at predicting ignition delay time of syngas with variations in compositions 

under high dilutions of CO2. More analysis must be done at higher pressures to evaluate the effects 

of CO2 within the entire range of operating conditions of a sCO2 combustor. Present data would 

serve as crucial validation steps needed for the development and refinement of future combustion 

kinetic models.  

2.3.3.2 Collaboration Work 

Experiments were taken in collaboration with Stanford University to compare oxy-

hydrogen and oxy-methane ignition at mid-range pressures of approximately 40 atm, which 

culminated in a publication [46]. The purpose of this work was to determine facility effects on the 

collection of data. The first mixture was oxy-hydrogen with an equivalence ratio of 0.33. This 

mixture represents a type of syngas that contains no carbon monoxide. Future combustion systems 

may eliminate carbon-containing fuels. This can be achieved from extracted natural gas through a 

process called steam reforming [84]. In this system, no carbon emissions would form from 

combustion; only water would be extracted. Oxy-methane results and discussion can be found in 

section 4.2.1 Stanford University Collaboration Work. 

Current IDT experiments for all tests above 72 atm (test mixture 2, 4, and 6 in Table A) were 

performed using the Stanford high-purity, high-pressure shock tube (HPST).  The stainless steel 

driven section has an internal diameter of 5 cm and was heated to 90 C. Diaphragms were made 

of aluminum or steel (with cross-scribing of different depths) to allow measurements over a broad 

range of pressure (10 – 500 atm). In this shock tube, standard uniform test times (for non-reactive 
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synthetic air mixtures) are of the order of 2 ms when helium is used as the driver gas. In current 

high CO2 concentration experiments, the bifurcation effect, which is a non-ideal effect caused by 

boundary layer build-up, is stronger and the test times for the current experiments are shorter, 

about 1.1 ms. High-purity methane, hydrogen, oxygen, and carbon dioxide gases were supplied by 

Praxair. Gas-phase fuel mixtures were prepared manometrically in a 12.8-liter stainless-steel 

mixing tank at 110 C. Mixtures were stirred using a magnetically-driven vane assembly for at least 

15 minutes before the experiments. Current IDT experiments for all tests above 72 atm (test 

mixture 2, 4, and 6 in Table A) were performed using the Stanford high-purity, high-pressure shock 

tube (HPST).  The stainless steel driven section has an internal diameter of 5 cm and was heated 

to 90 C. Diaphragms were made of aluminum or steel (with cross-scribing of different depths) to 

allow measurements over a broad range of pressure (10 – 500 atm). In this shock tube, standard 

uniform test times (for non-reactive synthetic air mixtures) are of the order of 2 ms when helium 

is used as the driver gas. In current high CO2 concentration experiments, the bifurcation effect, 

which is a non-ideal effect caused by boundary layer build-up, is stronger and the test times for 

the current experiments are shorter, about 1.1 ms. High-purity methane, hydrogen, oxygen, and 

carbon dioxide gases were supplied by Praxair. Gas-phase fuel mixtures were prepared 

manometrically in a 12.8-liter stainless-steel mixing tank at 110 C. Mixtures were stirred using a 

magnetically-driven vane assembly for at least 15 minutes before the experiments. 

Two diagnostics were employed during the experiments: excited OH radical (OH*) 

emission and sidewall PZT pressure; diagnostics in the HPST were located 1.1 cm away from the 

end wall. Ignition was indicated by emission near 306 nm from the A2Σ+ - X2Π ((0,0) band) of 

OH* that was detected using a modified PDA36A Si detector and Schott UG5 filter. Pressure time-

histories are also monitored using a KistlerTM piezoelectric pressure transducer. With high CO2 
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dilution in the test conditions, the pressure rise during ignition is not strongly obvious in most of 

the cases. Results are in Figure 27 A and B along with simulation results of several literature 

mechanisms [46].  

 

 

Table A. IDT test conditions and facilities. 

Mixtur

e 

Reactant Mole Fractions Initial Conditions 
Facility 

CH4 H2 O2 CO2 T/K P/atm 

1 0.075 0 0.15 0.775 1346-1434 27-35 UCF ST 

2 0.075 0 0.15 0.775 1045-1411 100-286 SU HPST 

3 0.0391 0 0.0992 0.8617 1447-1578 28-36 UCF ST 

4 0.0391 0 0.0992 0.8617 1082-1453 72-269 SU HPST 

5 0 

0.0

5 0.1 0.85 1170-1270 37-40 UCF ST 

6 0 0.1 0.05 0.85 1083-1291 103-311 SU HPST 
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Figure 27 A. Ignition delay time measurement for CH4/O2/CO2 mixtures 
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Figure 27 B. Ignition delay time measurement for H2/O2/CO2 mixtures 
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Figure 27 C. Oxy-hydrogen combustion around 40 atm in carbon dioxide bath gas. 

 In Figure 27C, data was collected between a temperature range of 1150 K - 1250K and an 

average pressure of 38.23 atm. Both Aramco and GRIMech capture the accurate trend with respect 

to temperature. There are two data points that match Aramco within the uncertainty, but the 

ignition delay time from experiments was quicker than both model predictions for all other data 

points. Aramco predictions were slightly better than GRIMech. These findings were expected after 

previous investigations, in Sections 2.2 Low Pressure Ignition Study and 2.3.1 UCF Study, found 

similar disagreement. 
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Figure 28. A high hydrogen oxy-syngas mixture at pressures around at 42 atm. 

Figure 28 contains data collected and mechanism predictions for a high hydrogen oxy-

syngas combustion in a temperature range of 1125 K - 1225 K and an average pressure of 42 atm. 

Similar to the previous figure, Figure 28, both mechanisms captured the trend with respect to 

temperature; however, both models overpredicted the ignition delay time. Aramco predicted a 

lower ignition delay time relative to GRIMech from approximately 1100- 1175 K but then crossed 

over at around 1175K to a more extended ignition delay time prediction. The overprediction of 

high hydrogen oxy-fuel combustion in heavily diluted carbon dioxide environments has been 

recognized in other work, in Section 2.3.1 UCF Study. 
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Figure 29. Oxy-syngas ignition data under rich conditions around 40  atm. 

Figure 29 contains experimental data for the oxy-syngas mixture with a high equivalence ratio of 

2.0. The temperature range of these experiments is 1150K - 1225K, and the average pressure is 

42.67 atm. This data was compared to Aramco V2.0 and GRIMech V3.0. The experimental 

ignition delay times are significantly lower than the computer model predictions; however, the 

models can capture the trend with respect to temperature.  The overprediction of the models are 

more significant at hotter temperatures. Mixtures of this equivalence ratio are important to test 

because there can be a region of higher fuel concentration in diffusion-style combustors. 

2.4 High-Pressure Ignition Study 

Ignition studies of oxy-syngas combustion was performed at high pressures between 70-

100 atm. Mixtures. This work has a pressure range of 70-100 atm and a temperature range of 

1064K – 1340K. Four separate mixtures were made. 
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Table 5: Summary of high-pressure syngas experimental conditions (% vol. fraction). 

Mix θ ϕ H2 (%) CO (%) O2 (%) CO2 (%) Pavg [atm] 

1 1.12 1.02 2.9 2.6 2.7 91.8 77.9 

2 0.41 0.99 6.9 16.7 11.9 64.5 90.5 

3 0.41 0.96 1.5 3.7 2.7 92.2 88.4 

4 1.09 0.99 12.5 11.5 12.1 63.9 88.5 

 

Table 5 reports the oxy-syngas mixtures that are presented in this study. The CO2 dilution 

percentage was varied as well as θ, φ, and fuel loading. A dilution of an inert gas was not necessary 

to prevent detonation pressures inside the shock tube which could exceed the material limits of 

windows.  

Time-zero for these experiments was defined as the halfway point between the end of the 

incident wave and beginning of the reflected shock pressure. This definition will be discussed in 

more detail later in this report.  

The ignition delay time definition was defined as the difference in time between time-zero 

and the onset of the primary ignition event at the measurement location. The onset of ignition was 

defined as the time corresponding to the maximum slope of the emissions detector extrapolated to 

baseline at the same axial location (traditionally called the slope method). This method has been 

previously used for CO2  diluted mixtures [35, 41, 54] and previous studies [85, 86] estimated a 

20% uncertainty in the ignition delay time. This is a combination of uncertainties due to: mixture, 

temperature, pressure, equipment, and experimental uncertainty [54]. The amount of available test 

time was determined when expansion waves from the driver end reached the test location resulting 
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in about 1 millisecond of test time at 100 atm (without any special tailoring strategies used with 

shock tubes [87]). 

Because of the high fuel loading in these mixtures, during experiments, there were 

significant pressure rises from combustion. Modelling this behavior in CHEMKIN PRO was done 

with constant volume, internal energy (constant V, U) model using AramcoMech V2.0 and 

GRIMech V3.0. 

Four different mixtures were created to simulate different conditions that may be seen 

inside a combustor due to differences in coal gasification processes and fuel loading. Table 4 shows 

the mixture composition of the four different syngas mixtures. Mixtures 1 and 3 have similar, low 

fuel loading and equivalence ratios, but Mixture 1 has a near unity θ, while Mixture 3 has a value 

close to 0.40. Mixtures 2 and 4 have higher fuel loading with nearly the same equivalence ratio. 

Similarly, Mixture 2 has a lower θ near 0.40, meaning higher carbon monoxide fuel content. The 

lower fuel loading mixtures have lower overall combustion temperatures as compared to the high 

fuel loading ones. Experiments were taken for each of these mixtures to better understand syngas 

oxidation under supercritical carbon dioxide conditions. Results were compared to the predictions 

of Aramco V2.0 and GRI V3.0 mechanisms during this work. Overall, at low fuel loading/high 

CO2 dilution conditions, and colder temperatures the Aramco 2.0 mechanism was able to predict 

the ignition delay times decently well. 
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Figure 30. Experimental syngas ignition delay times and comparisons with predictions of two 
mechanisms (θ = 1.12 and φ = 1.02). The mechanisms were run at the average pressure of 77.90 
atm.  

The experiments shown in Figure 31 of Syngas Mixture 1 were predicted well by the 

Aramco 2.0 mechanism, although with some slight disagreement with an experiment in the colder 

regime. The overall profile of a reduction of the ignition delay time as temperature increased was 

well captured. The vibrational relaxation time of this mixture was calculated and had a maximum 

time of 1.11 μs. This relaxation time is minor compared to the measured ignition delay times. GRI 

V3.0 did not perform very well at these predictions. The mixture was designed to simulate 

conditions in the center of the combustor and had a near stoichiometric equivalence ratio 

(additionally, this had low fuel loading). The Aramco 2.0 mechanism can accurately model current 

experimental data over all these conditions tested.  
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Figure 31. Experimental syngas ignition delay times and comparisons with predictions of two 
mechanisms (θ = 0.41 and φ = 0.99).  The mechanisms were run at the average pressure of 90.5 
atm.  

The experiments shown in Figure 31 of Syngas Mixture 2 were predicted well by the 

Aramco 2.0 mechanism at colder temperatures. At higher temperatures, both mechanisms did not 

accurately capture the real behavior. The vibrational relaxation time of this mixture was calculated 

and had maximum time of 0.66 μs. This relaxation time is very minor compared to the ignition 

delay times reported. Again, it is observed that GRI V3.0 did not perform very well at these 

conditions. This mixture was designed to simulate conditions in a combustor with a high carbon 

monoxide concentration and high fuel loading. We have previously published results at lower 

pressures with a similar mixture [41, 88] and had inaccurate predictions by the GRI V3.0 

mechanism. We suspect updated reactions rates and newer reaction pathways not found in GRI 

could explain the discrepancy. 
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Figure 32. Experimental syngas ignition delay times and comparisons with predictions of two 
mechanisms (θ = 0.41 and φ = 0.96). The mechanisms were run at the average pressure of 88.4 
atm.  

Results shown in Figure 32 for Syngas Mixture 3 showed both mechanisms, Aramco V2.0 

and GRI V3.0, did not perform very well at these predictions. The vibrational relaxation time of 

this mixture was calculated and had maximum time of 1.25 μs. Again, this relaxation time is very 

minor compared to the ignition delay times reported.  The mixture was designed to simulate 

conditions with levels of high carbon monoxide and low fuel loading. Similarly, the experiments 

shown in Figure 33 of Syngas Mixture 4 were not predicted well by either the Aramco 2.0 or GRI 

V3.0 mechanisms over the entire temperature range. The vibrational relaxation time of this mixture 

was calculated and had a maximum time of 0.44 μs. This relaxation time is minor compared to the 

ignition delay times reported.  The mixture was designed to simulate conditions in the center of 

the combustor and had a near stoichiometric equivalence ratio. Additionally, this mixture had a 

near-unity θ and had high fuel loading.  
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Figure 33. Experimental syngas ignition delay times and comparisons with predictions of two 
mechanisms (θ = 1.09 and φ = 0.99). The mechanisms were run at the average pressure of 88.5 
atm.  

 

Figure 34. Reaction pathway for Syngas Mixture 1 at T= 1230 K and P= 77.56 atm (simulations 
with the Aramco 2.0 mechanism). 

The reaction pathway for CO in syngas oxidation with highly diluted carbon dioxide is 

shown in Figure 35. The main pathways for CO oxidation directly into CO2 are reactions R(4) and 

R(6). Accurate rate coefficient estimations or measurements for these reactions might improve the 

predictions of syngas ignition delay times measured in this study. More specifically, the 3rd body 

collision efficiencies for CO2 may need to be further addressed. [89] Also, it is important to note 

that these radicals come from the decomposition of diatomic hydrogen in competing effects of 
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R(1) and R(2).  As mentioned earlier, the pressure dependency of R(2) and its efficiency tied to 

the 3rd body collision efficiency of CO2 bath gas will need future investigations as well.  
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CHAPTER 3: LOW AND HIGH-PRESSURE OXY-METHANE STUDIES 

3.1 Introduction 

 Natural Gas, or NatGas, is a fuel resulting in extraction from underground wells that offers 

the potential for cleaner burning in a power plant. A simplified model of natural gas is a fuel 

primarily consisting of methane with smaller amounts of larger hydrocarbons. Depending on the 

extraction method and location across the world, the composition of natural gas can have 

variations. A 1992 nationwide survey found variations across the US of up to 14% in heating value, 

14% in density, 20% in Wobbe Index and 25% in stoichiometric air-fuel ratio [90]. The issue may 

be more serious for places like Europe that import natural gases from outside the continent. Effects 

of natural gas composition variations can impact operation, performance and exhaust emissions of 

natural gas-powered vehicles or power generation equipment [91, 92]. 

 Very little data exists for oxy-NatGas combustion in highly diluted carbon dioxide in 

literature, however, some exists for oxy-methane combustion in carbon dioxide environments [46, 

54, 59, 93, 94]. Due to the complex nature and variation of fuels that may be contained in a natural 

gas pipeline, simplifying it in experiments to methane provides a baseline of understanding the 

chemical kinetics. The effects of CO2 on oxy-methane combustion at dilution up to 60% at low 

pressures of 1 to 4 atm observed an increase in ignition delay time [54]. Similarly, an increase in 

the ignition delay time was observed at higher pressures between 6- 30 atm [59].  Therefore, it is 

unknown of the effects of high concentrations of CO2 on oxy-NatGas and oxy-methane 

combustion at higher pressures and experimentation must be done. Comparisons with models are 

necessary to evaluate their ability to capture the behavior.  
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3.2 Mid Pressure Ignition Studies 

3.2.1 Collaboration Work 

Experiments were taken in conjunction with Stanford University to compare oxy-methane 

ignition at mid-range pressures. This work was taken in addition to the data presented in the 

previous chapter, in section 3.3.2 Stanford University Collaboration Work. The mixtures contain 

different amounts of fuel loading and equivalence ratio. 
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Figure 35. Oxy-methane combustion at an average pressure of 32.44 atm.  

Data is presented in Figure 36 for an oxy-methane mixture with an equivalence ratio of 1.0 

with a temperature range of 1340K - 1430K and an average pressure of 32.44 atm. Both models 

capture the trend with respect to temperature. Aramco overpredicts the ignition delay time through 

the entire temperature range. GRIMech underpredicts the ignition delay time at colder 

temperatures but has some agreement at the hotter temperatures.  
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Figure 36. Oxy-methane combustion at an average pressure of 31.44 atm. 

Data is presented in Figure 37 for an oxy-methane mixture with an equivalence ratio of 

0.79 with a temperature range of 1425K – 1575 K and an average pressure of 31.44 atm. Both 

models capture the trend with respect to temperature. Aramco overpredicts the ignition delay time 

through the entire temperature range. GRIMech underpredicts the ignition delay time at colder 

temperatures but has some agreement at the hotter temperatures.  

3.2.2 Oxy-Natural Gas Studies 

As mentioned in the introduction, section 4.1 Introduction, natural gas has a variety of 

composition depending on the extraction process and location around the world. In collaboration 

and with additional support from with Southwest Research Institute (SWRI) combustion of an 

oxy-NatGas mixture in highly diluted carbon dioxide environment was investigated. This data was 

taken in three pressure ranges: 40, 45, and 50atm. 
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Table 6: Synthetic natural gas (NatGas) fuel blend used for these experiments (% vol. fraction). 

NatGas Fuel 
CH4 93.00 
C2H6 4.75 
C3H8 1.50 
iC4H10 0.35 
nC4H10 0.40 

 

In Table 6, the composition of the natural gas is presented. This synthetic natural gas blend 

mostly contains methane, CH4, but also contains small amounts of ethane, C2H6, propane, C3H8 

and two isomers of butane, iC4H10 and nC4H10, which captures potential liquid natural gas (LNG) 

gas composition. This fuel was then introduced into a mixture with an oxygen and other diluents, 

mostly carbon dioxide. 

Table 7. This mixture of oxy-natural gas blend for SWRI experiments (% vol. fraction). 

Mixture ϕ CO2 AR N2 O2 NatGas H2O 
SWRI 1.00 85.51 6.16 3.31 3.24 1.59 0.19 

 

 The oxy-NatGas mixture presented in Table 7 contains the natural gas fuel discussed earlier 

and an oxygen balance for an equivalence ratio of 1.0. Additionally, small amounts of impurities 

are introduced: argon, nitrogen, and water, which can occur during air separation of oxygen and 

recycled through the closed system.  
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Figure 37. Oxy-NatGas mixtures investigated at multiple pressure ranges compared to model 

predictions. Aramco predictions at both 40 atm (blue) and 50 atm (red) are shown. 

Oxy-NatGas mixture ignition delay time data at three pressure ranges: 40, 45, and 50 atm 

and a temperature range of 1400K - 1640K are presented in Figure 38. Aramco mechanism 

predictions at both 40 atm (blue) and 50 atm (red). The model captures the expected trends with 

respect to temperature and pressure. Most of the data lies within the two bounds of pressure model 

predictions and is independent of pressure in this range. At the colder range, there is some 

underprediction of the ignition delay time of an experiment at 40 atm. 

3.3 High-Pressure Studies 

3.3.1 Oxy-Methane Ignition Data 

This study contains ignition delay time data for oxy-methane combustion up to 36.5% CO2 

diluted environment in a shock tube. Table 7 reports the methane mixture that was used in this 

study. The original mixture, without nitrogen, contains a fixed ratio of CH4:O2:CO2.The ratio was 

maintained between the fuel, oxygen, and CO2, while making the mixture contain 50% N2. The 
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CO2 dilution percentage was adjusted to  36.5%, and ϕ, was kept at 1.0. A dilution of nitrogen was 

necessary to prevent or reduce detonation possibility inside the shock tube. The ratio of the fuel 

loading (fuel plus oxidizer) to CO2 concentration remained the same. Additionally, a secondary 

effect of adding nitrogen is a reduction in bifurcation of the shock wave during the experiments 

that is caused by high concentrations of CO2 [95]. Adding nitrogen to the mixture adds an 

additional species for determining the full chemical kinetic effects, however; the chemical kinetic 

effects of nitrogen have been more frequently studied and behavior is better captured by available 

mechanisms [96].  

Table 8: Summary of high-pressure methane experimental conditions. 

ϕ XCH4 XO2 XCO2 XN2 Pavg [bar] 
1.00 0.045 0.090 0.365 0.500 78.0 

 

Experiments were performed around 80 atm for methane oxidation in a CO2 diluted 

environment (the composition of the mixture can be seen in Table 8). The mixture was diluted 

with nitrogen to prevent detonation pressures to exceed material limits behind the reflected shock 

wave.  The maximum relaxation time of this mixture was calculated to be 6.6 μs with available 

literature. This relaxation time is very minor compared to the ignition delay times reported (> 300 

μs). Methane relaxes itself within 0.03 μs even though other relaxation parameters were not 

available in literature molecules. Since methane has more than 3 atoms there are several degrees 

of freedom and other molecules interacting with methane will further reduce the relaxation time 

of the mixture.   
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Figure 38. Experimental methane ignition delay times and comparisons with predictions of two 
mechanisms. The mechanisms were run at the average pressure of 78.0 atm. This mixture contains 
4.5% CH4/ 9% O2/36.5%CO2/ 50% N2. 

The ignition delay times were measured using the slope of the emissions profile for all of 

these experiments. The temperatures and pressures reported are before ignition occurs. Predictions 

of the Aramco 2.0 mechanism had very good agreement with the experimental data. At hotter 

temperatures, there is a deviation and the measured ignition delay time was shorter than the 

simulated ones. The GRI V3.0 mechanism did not perform very well at these conditions.  The 

model underpredicted the ignition delay times throughout the entire temperature range. The 

mixture was designed to simulate conditions at stoichiometric equivalence ratio and low fuel 

loading. Similar observations regarding the Aramco 2.0 mechanism performance for methane were 

reported earlier at a range of pressures including the supercritical CO2 conditions [46]. However, 

for syngas it is a different story [41, 88] and thus the current investigations had more syngas 

mixtures (see next section).  
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With methane combustion, an increase in ignition delay time occurred with large CO2 

dilution [54], however, a decrease in ignition delay time occurred in syngas mixtures with similar 

dilutions [41]. Our previous low [41] and high [88] pressure syngas data observed a shorter ignition 

delay time than those predicted by  models. Also, data showed, contrary to Le Chatelier’s principle, 

an increase in the ignition delay time for the same temperature at higher pressures. It was shown 

that in syngas, ignition delay time has two reactions competing for the same reactants leading to a 

higher termination rate relative to the chain branching rate (at high pressures) slowing the 

oxidation process.  

R(1): H+ O2 (+ M) ⇌ HO2 (+ M) 

R(2): H + O2 ⇌ OH + O 

The thermal decomposition of CO2 is encompassed by the reverse reaction of the following 

reaction:  

R(3): CO + O (+M) ⇌ CO2(+M) 

CO2 decomposition reaction is largely endothermic and requires very high temperatures to impact 

the ignition delay time. In the range of the experimental data presented, R(3) is not a large 

contributor.  There are several reactions where CO2, in the reverse reaction, can consume radicals 

in the combustion process: 

R(4): CO + OH ⇌ CO2 + H 

R(5): CO +O2 ⇌ CO2 + O 

R(6): CO+ HO2 ⇌ CO2 + OH 
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 Of these reactions, R(5) and R(6) have relatively slow reaction rates in this temperature 

range, however, R(4) is found to have an impact on ignition chemistry. CO2 competes for H 

radicals through the reverse reaction of R(4): CO + OH ⇌CO2 + H, which results in a decrease in 

the concentration of the H radicals (H radicals participate in the chain branching reaction given by 

R(2))[97]. This is consistent with previous observations of the chemical effect of CO2 on methane 

and hydrogen flames [64]. In the same shock tube facility, similar observations were made utilizing 

methane as the fuel at lower pressures [35, 54]. A reaction pathway analysis of the Methane 

Mixture 1 shows that before ignition, the most dominant absolute rate of production of CO2 in the 

system is the reverse R(4) reaction.  

  

 

Figure 39. Reaction pathway for Methane Mixture 1 at T= 1307K and P= 79.69 atm (simulations 

with the Aramco 2.0 mechanism). 

The reaction pathway for methane oxidation in highly diluted carbon dioxide is shown in 

Figure 40. The main reaction pathways for CH4 consumption are reactions with radical species 
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(e.g. O, H, OH, etc). The reactions R(7),  R(8), and R(9) account for most radical species that have 

an interaction with CH4 (for depletion to the CH3 methyl radical).  

R(7): CH4 + OH ⇌ CH3+ H2O 

R(8): CH4 + O ⇌ CH3+ OH 

R(9): CH4 + H ⇌ CH3+ H2 

From the methyl radical, two pathways exist. The first reaction is with HO2 radical to form 

CH3O and OH (strictly a temperature dependent reaction). The second reaction is the 

recombination reaction of two methyl radicals into C2H6 (ethane), which occurs as a function of 

pressure and is a function of the 3rd body collision efficiency of diluent gases. As previously 

mentioned by the authors earlier in this section and in previous work, CO2 has a reduced collision 

efficiency than reported in mechanisms that some models may not fully capture.   

3.3.2 Oxy-Natural Gas Studies 

Following the mid-pressure natural gas experiments and mechanism predictions presented 

in 4.2.2 SWRI Oxy-Natural Gas Studies, further investigations were performed with oxy-NatGas 

at higher pressures. This study investigated several oxy-NatGas mixtures with a variety of 

equivalence ratios and CO2 dilutions. Overall, there were eight mixtures with a pressure range of 

80 atm – 120 atm and a temperature range of 1340K – 1620K.  
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Table 9. Mixtures composition of experiments near 100 atm. (% vol fraction)  

Equivalence Ratio, ϕ 1.0 0.5 1.25 1.5 2.0 1.0 D1 1.0 D2 1.0 D3 
Fuel 1.68 0.84 2.1 2.52 3.36 1.68 
O2 3.62 
CO2 44.70 45.54 44.28 43.86 43.02 29.79 14.90 59.58 
Ar 50.00 68.53 83.42 38.74 
  

The mixtures in this work are presented in Table 9; the oxygen concentration of all eight 

mixtures remained constant at 3.6%. The baseline mixture has an equivalence ratio of 1.0, 44.7% 

carbon dioxide, and 50% argon dilution. Some of the additional mixtures investigated altered the 

equivalence ratio by changing the fuel concentration while maintaining the same oxygen 

concentration from 0.5, 1.25, 1.5, and 2.0. The goal of this was to determine the impact of the 

equivalence ratio on the ignition delay time. Additional mixtures kept the fuel and oxygen constant 

with an equivalence ratio of 1.0 but changed the carbon dioxide concentration in three ways: 1/3rd 

reduction of carbon dioxide, 2/3rd reduction of carbon dioxide, and 1/3rd increase of carbon dioxide. 

The goal of this was to determine the effects of carbon dioxide on the ignition delay time. 

The ignition delay time measurement of the shock tube was defined as the time interval 

between the arrival of the reflected shockwave and the onset of the ignition at the measurement 

location. The arrival, or time zero, was determined as the half-way point between the incident and 

reflected shock waves. This corresponds well with more accurate methods, such as using a laser 

schlieren, as discussed in section 2.2.1.1 Bifurcation. The onset of the ignition time, also known 

as the slope method, was determined by evaluating the time-history of the emissions, finding the 

steepest rise, and then extrapolating down to the baseline measurement. This method was described 

in a previous study [85]. Emissions were measured using a Newport 2032 Large Area Optical 

Receiver with a filter centered at 307 nm for measuring OH* from combustion.  



64 
 

Modeling was performed using CHEMKIN PRO [98] assuming a closed homogenous 

batch reactor with constant volume and internal energy (V, U). The model used was AramcoMech 

V2.0 [96] due to it containing C4 hydrocarbons which are part of the natural gas fuel studied. 

GRIMech V3.0, another natural gas mechanism, only contains up to C2 hydrocarbons and 

therefore was not used. In CHEMKIN PRO, the ignition delay time was calculated using a similar 

method for calculating the ignition delay time on the shock tube experiments by using the OH 

concentration time-history. This method was previously used for CO2 diluted mixtures [35, 41, 54] 

and in previous studies [85, 86]. A 20% uncertainty in the ignition delay time is estimated for 

current measurements. The amount of available test time was determined when the expansion 

waves from the driver end reached the test location resulting in an end to the constant temperature 

and pressure conditions. 

3.3.2.1 Ignition Delay Time 
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Figure 40. Baseline SWRI oxy-NatGas mixture. 
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 Ignition delay time data was collected for the baseline mixture shown in Figure 41. The 

temperature range was 1440 K - 1550K and a pressure range of 101- 108 atm. Aramco model 

predictions were evaluated at both 80 and 120 atm to determine differences in ignition delay time 

due to pressure. Aramco was able to capture the expected trend with respect to temperature. At the 

colder range of the data, there is good agreement with the 120 atm predictions and within the 

uncertainty range, in between the two models. At the hottest data point, the models overpredict the 

ignition delay time.  
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Figure 41. Equivalence ratio = 0.5 oxy-NatGas mixture. 

 Ignition delay time data was collected for the equivalence ratio = 0.5 mixture shown in 

Figure 42. The temperature range was 1400 K - 1600 K and a pressure range of 90 - 100 atm. 

Aramco model predictions were evaluated at both 80 and 120 atm to determine the differences in 

ignition delay time due to pressure. Aramco was able to capture the expected trend with respect to 

temperature. At the colder range of the data, there is good agreement with both models within the 
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uncertainty. As seen in the previous section, the hottest data point is overpredicted by both pressure 

models.  
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Figure 42. Equivalence ratio = 1.25 oxy-NatGas mixture. 

 Ignition delay time data was collected for the equivalence ratio = 1.25 mixture shown in 

Figure 43. The temperature range was 1350 K - 1600 K and a pressure range of 86 - 107 atm. 

Aramco model predictions were evaluated at both 80 and 120 atm to determine the differences in 

ignition delay time due to pressure. Aramco was able to capture the expected trend with respect to 

temperature. At the colder range of the data, there is good agreement with both models within the 

uncertainty. As seen in the previous section, the hottest data point is overpredicted by both pressure 

models.  
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Figure 43. Equivalence ratio = 1.5 oxy-NatGas mixture. 

 Ignition delay time data was collected for the equivalence ratio = 1.5 mixture shown in 

Figure 44. The temperature range was 1400 K - 1600 K and a pressure range of 90-100 atm. The 

Aramco model predictions were evaluated at both 80 and 120 atm to determine the differences in 

ignition delay time due to pressure. Aramco was able to capture the expected trend with respect to 

temperature. There is good agreement with predictions by the 120 atm model and within the 

uncertainty for some pressure deviation. 
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Figure 44. Equivalence ratio = 2.0 oxy-NatGas mixture. 

 Ignition delay time data was collected for the equivalence ratio = 2.0 mixture shown in  

Figure 45. The temperature range was 1400 K - 1600 K and a pressure range of 94-96 atm. The 

Aramco model predictions were evaluated at both 80 and 120 atm to determine the differences in 

ignition delay time due to pressure. Aramco was able to capture the expected trend with respect to 

temperature. There is agreement with the 120 atm model, however the pressure range of these 

experiments should align closer to the 80 atm predictions. 
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Figure 45. Dilution 1 relative to baseline oxy-NatGas mixture. 

 Ignition delay time data was collected for the Dilution 1 mixture shown in  Figure 46. The 

temperature range was 1400 K - 1600 K and a pressure of 95 atm. Aramco model predictions were 

evaluated at both 80 and 120 atm to determine the differences in ignition delay time due to 

pressure. Aramco was able to capture the expected trend with respect to temperature. There is 

agreement with the model at both the hot and colder range with the 120 atm model, however the 

pressure range of these experiments should align closer to the 80 atm predictions. 
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Figure 46. Dilution 2 relative to baseline oxy-NatGas mixture. 

 Ignition delay time data was collected for the Dilution 2 mixture shown in Figure 47. The 

temperature range was 1350 K - 1600 K and a pressure range of 94 - 113 atm. Aramco model 

predictions were evaluated at both 80 and 120 atm to determine the differences in ignition delay 

time due to pressure. Aramco was able to capture the expected trend with respect to temperature. 

There is agreement with the model at and colder range with the 80 atm model, however both 

models overpredict the ignition delay time for the hotter experiment. 
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Figure 47. Dilution 3 relative to baseline oxy-NatGas mixture. 

 Ignition delay time data was collected for the Dilution 3 mixture (shown in Figure 48) at a 

temperature of 1600 K and pressure of 94 atm. The Aramco model predictions were evaluated at 

both 80 and 120 atm to determine the differences in ignition delay time due to pressure. Aramco 

was able to capture the expected trend with respect to temperature. There is agreement with the 

models at both 80 and 120 atm within the uncertainty. 
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Figure 48. Modeling the ignition delay time of the SWRI experiments. Adj R2= 0.984 

The ignition delay time of the measurements was modeled using a simple exponential 

equation.   

𝜏𝜏𝐼𝐼𝐼𝐼𝐼𝐼 = 4.604 · 105 · exp(−43.35
𝑅𝑅𝑈𝑈·T

)                    (1) 

Where RU = 1.987·10-3  kcal/(mol·K). This equation captures the entire behavior of all mixtures 

in this study with only a temperature dependence. The reason this is occurring is that the oxygen 

concentration primarily drives the ignition delay time. Although these data points are very similar, 

comparison with the model predictions was critical.  
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3.3.2.2 Reaction Pathway and Sensitivity Analysis 

 

Figure 49. Reaction pathway analysis for baseline mixture at 1500K and 100atm. 

With methane combustion, an increase in ignition delay time occurred with large CO2 

dilution [54], however, a decrease in ignition delay time occurred in syngas mixtures with similar 

dilutions [41]. Our previous low [41] and high [88] pressure syngas data observed a shorter ignition 

delay time than those predicted by  models.  

The reaction pathway for methane oxidation in highly diluted carbon dioxide is shown in Figure 

50. The main reaction pathways for CH4 consumption are reactions with radical species (e.g. O, 

H, OH, etc). The reactions R(7),  R(8), and R(9) account for most radical species that have an 

interaction with CH4 (for depletion to the CH3 methyl radical).  

R(7): CH4 + OH ⇌ CH3+ H2O 

R(8): CH4 + O ⇌ CH3+ OH 
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R(9): CH4 + H ⇌ CH3+ H2 

From the methyl radical, two pathways exist. The first reaction is with HO2 radical to form 

CH3O and OH (strictly a temperature dependent reaction). The second reaction is the 

recombination reaction of two methyl radicals into C2H6 (ethane), which occurs as a function of 

pressure and is a function of the 3rd body collision efficiency of diluent gases. As previously 

mentioned by the authors earlier in this section and in previous work, CO2 has a reduced collision 

efficiency than reported in mechanisms which some models may not fully capture.  Further 

investigation is warranted. 

O2+H=O+OH

CH3+HO2=CH3O+OH

CH3+O2=CH2O+OH

CH4+HO2=CH3+H2O2

CH2O+O2=HCO+HO2

C2H4+OH=C2H3+H2O

CO+OH= CO2+H

CH3+H(+M)=CH4(+M)

OH+HO2=H2O+O2

CH3+HO2=CH4+O2
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Figure 50. Normalized brute force sensitivity analysis on ignition delay time for baseline mixture 
at 1500 K and 100 atm. 

 

A brute force sensitivity analysis was done to evaluate the top ten reactions for reactivity 

of ignition delay time on all eight mixtures. The top ten reactions determining the ignition delay 

time are the same for the eight mixtures, so only the baseline is shown. As shown in the previous 
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section, the ignition delay time is primarily a function of temperature in this range. There is only 

one pressure dependent reaction in the system R(4): CH3+ H(+M) = CH4(+M). This reaction rate 

has been studied in the past [99, 100] but has never been studied with high CO2 dilution or at the 

pressures of these experiments.  

CO2 has a reduced third body collision efficiency, which will lead to different behavior, 

especially relative to nitrogen or argon, which are traditional bath gasses [51, 59] used in shock 

tube studies. CO2 has traditionally been treated as a product of combustion; however, it has been 

experimentally shown that CO2 is not an inert bath gas in the ignition of syngas combustion (i.e., 

CO2 is both a reactant as well a product). Also, CO2 competes for H radicals through the reverse 

reaction of R(3): CO + OH ⇌ CO2 + H), which results in a decrease in the concentration of the H 

radicals (H radicals participate in the chain branching reactions). This is consistent with previous 

observations of the chemical effect of CO2 on methane and hydrogen flames [64]. In the same 

shock tube facility, similar observations were made utilizing methane as the fuel [35, 54]. The 

collision efficiencies of CO2 and reactions involving CO2 will need crucial examination in the 

future for improving the predictions by mechanisms for data taken in this study at high pressures. 

3.3.2.3 Impact of Impurities on Ignition Delay Time 

 Impurities in the combustion process play an important role in ignition characteristics. 

Many impurities are found in untreated natural gas and are typically removed before transportation 

[101]. Impurities can change the ignition delay time in a system and cause instabilities. Previous 

work on established feedstock impurities such as H2S (hydrogen sulfide), NH3 (ammonia), SO2 

(sulfur dioxide), and NO2 (Nitrogen dioxide) [102-104] found significant deviation to the ignition 

delay time with only ppm levels introduced.  In a closed cycle, such as the sCO2 cycle, impurities 

can build up in a system over time altering both the performance and stability of these systems. In 
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the closed sCO2 cycle, the nitrogen impurities will be introduced into the system from the oxygen 

feedstock which is produced from an air-separating unit (ASU). This nitrogen will undergo the 

thermal NOX (sum of NO, NO2, N2O) chemistry and create NOX in the combustor. Some 

investigations of these impurities have been done at pressures ranging up to pressures of 28 

atm[105, 106],  but none have been performed at near 100 atm. These studies found that N2O 

impurities decreased the ignition delay time in the system. 

Table 10. Mixture composition of the baseline mixture and impurity mixture. 

 Baseline Impurity 
Fuel 1.68 1.68 
O2 3.62 3.62 
CO2 44.70 44.70 
Ar 50.00 49.00 
N2O N/A 1.00 

  

In this work, the mixtures are presented in Table 10. The baseline mixture of the previous 

section was compared with a similar mixture containing 1% N2O impurity, the difference being 

1% Ar. N2O is one of three major components of regulated NOX emissions that is produced in 

high-temperature environments and must be evaluated to determine its impact on ignition delay 

time. 
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Figure 51. The ignition delay time of the baseline mixture vs. the impurity mixture. 

 

 In Figure 52, the baseline mixture has a temperature range of 1440K – 1572 K, and the 

impurity mixture had a temperature range of 1414 K - 1526 K, nearly 86 K of direct overlap. The 

average pressure of the baseline mixture was 105.3 atm, and the impurity mixture had an average 

pressure of 0.6%. The ignition delay time of the impurity mixture was significantly lower than the 

baseline mixture throughout the entire range of temperature. These results are consistent with the 

findings in previous studies at lower pressures [105, 106]. These authors concluded that the 

additional oxygen in the system due to the impurities reduced the ignition delay time by adding 

additional oxidation pathways for methane. Additional studies at a larger temperature range and 

pressures would be necessary to capture the full chemical kinetic effects. Additionally, 

investigations of other common impurities will be necessary for the development of accurate 

chemical kinetic models.  
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CHAPTER 4: CHEMICAL KINETIC MECHANISM FOR sCO2 COMBUSTION 

4.1 Introduction 

The chemical kinetic mechanism is a record of a sequence of guessed elementary reaction 

paths that could take place as the reactants are converted into products. It is known that the 

Arrhenius constants defined in the chemical mechanisms, i.e., pre-exponential factor, temperature 

exponent and activation energy, are derived from fundamental experiments or detailed theoretical 

based calculations [107, 108]. Under the absence of such studies (calculations or experiments), the 

rate constants are typically estimated based on similarity with other known reactions [109]. 

Oftentimes, optimization of rate constants of the elementary reactions within the allowed 

uncertainty may be needed to match the mechanism’s performance with a wide set of experiments 

[110]. These constants are valid only within the operating conditions in which they are defined, 

hence cannot be used outside the domain of validated conditions. Also, there is no assurance that 

the mechanism validated under certain conditions is physically correct. Therefore, a good 

mechanism must have physically correct rate constants along with validation with the experiments.  

In fact, there are well testified chemical kinetic mechanisms for low pressure and low CO2 

diluted conditions. But, the knowledge of reactions pathways and their rate constants at sCO2 

combustor operating conditions are scanty. The current knowledge base of sCO2 combustion 

kinetics can be seen in Figure 52: Current knowledge base of gas phase chemical kinetics (Source: 

[65]).   
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Figure 52: Current knowledge base of gas phase chemical kinetics (Source: [111]) 

Therefore, it is very important to develop a chemical kinetic mechanism for sCO2 

applications. In the current work, a base mechanism which closely predicts the sCO2 combustion 

behavior (including supercritical solvent effects) is identified in the initial sections of this chapter 

and a skeletal mechanism is developed by eliminating unwanted reactions and species from that 

base mechanism. Finally, rate constants determined [112-115] using quantum chemistry and 

molecular dynamic approaches for sCO2 conditions are implemented in that mechanism to derive 

a new sCO2 combustion mechanism. Finally, a comparison is made between the performance of 

the base mechanism and the derived mechanism with the available sCO2 shock tube conditions.  

4.2 The effect of equation of state and base mechanism 

As discussed in the previous chapter, at supercritical pressures the ideal gas assumption is 

no longer valid to predict the state of a system, because at these pressures the intermolecular forces 

are significant, and they must be accounted while calculating the chemical, thermodynamic 

properties and the state of the system. Therefore, choosing an appropriate EOS is very important. 
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In the previous chapter various equation of states are compared for a constant pressure 

system and in this chapter the EOSs are compared for a constant volume system. Also, the base 

mechanism for sCO2 application is identified by comparing two prominent mechanism such as, 

GRI 3.0 [116] and Aramco 2.0 mechanisms [117, 118] with experimental shock tube ignition delay 

time data [119].  

Comparing the chemical kinetic mechanism with IDTs of shock tube data is one standard 

practice to validate a chemical kinetic mechanism. However, an unanswered question in the 

literature is “which EOS needs to be used to simulate the IDTs of supercritical combustion?”. In 

the current section, the IDTs are calculated by van der Waals type of EOSs by using both the 

Aramco 2.0 and GRI 3.0 mechanisms. Further, the calculated IDTs are compared to understand 

the effect of EOS on IDTs. Figure 53, shows the absolute deviation of simulated IDTs with respect 

to experiments [120].  Here, the constant volume reactor is simulated with CHEMKIN-RG by 

using various real gas EOS. In Figure 53, the left column of the plot consists of the IDTs calculated 

by the Aramco 2.0 mechanism while the right plot is by the GRI 3.0 mechanism. The vertical axis 

of each plot represents the absolute deviation of the simulated IDTs with respect to the 

experiments. It should also be noted that, each subplot has five absolute deviation values (for five 

EOSs considered) and also five mean values of those absolute deviations. Each row in this plot 

corresponds to a particular molar ratio of fuel and oxidizer used in the shock tube experiments.  

 The subplots (1,1) and (1,2) in Figure 53 corresponds to stoichiometric hydrogen mixture 

(mixture-1, see also Table 3-3) diluted with CO2. Here, it must be noted that the Aramco 2.0 has 

better performance then GRI 3.0. For the GRI 3.0 mechanism all simulation data points are clearly 

beyond the uncertainty of experiments, which is reported to be 20% [119]. However, for the 

subplot (1,1) some of the EOSs are within the uncertainty limits except SRK EOS. Also, from both 
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subplots (1,1) and (1,2) it can be observed that, the estimation of each IDT is significantly different 

from each other.  

The subplots (2,1) and (2,2) in Figure 53 represent a lean methane mixture (mixture-2, 

Table 3-3) diluted with CO2. Here, both the IDTs of Aramco 2.0 and GRI 3.0 are predicting the 

experimental IDTs reasonably good. Also, the selection of EOS is not impacting the IDTs 

significantly as in the case of H2 and O2 mixture (mixture-1). Further, the subplots (3,1) and (3,2) 

in Figure 53 represents the stoichiometric methane mixture (mixture-3) heavily diluted with CO2. 

It can be seen that the GRI 3.0 is poorly predicting the IDTs (compared to Aramco 2.0) and all 

IDTs predicted by the Aramco 2.0 mechanism are within the experimental uncertainties. Also, 

interestingly the IDTs are not much impacted by the selection of EOS. The maximum difference 

among the EOS is less than 10%, which is less than the experimental uncertainty. 

The EOS has significant impact on mixture-1, but not on mixtures-2 and 3. The main 

combustion product of mixture-1 is H2O and for mixture-2 and 3 it is both CO2 and H2O. The 

critical pressure of H2O (~220 atm) is approximately three times higher than the CO2 (~74 atm). 

Hence, the higher amount of H2O in the products of mixture-1 increases the resultant mixture 

critical point. It is known that, the van der Waal’s type EOSs deviate among them largely near to 

critical point because close to critical point the gradients are very high. However, in the case of 

mixtures-2 and 3, the formation of CO2 further reduces the overall critical point. Hence, the EOSs 

has smaller deviation.  

Therefore, as far as the constant volume reactor IDTs are concerned (for mixture-2 and 3), 

the equation of state does not have a notable effect, because the deviation of real gas IDTs are 

within 20% from the IGA IDTs. Over all, in this section it is re-confirmed that the performance of 

the Aramco 2.0 mechanism is better (compared to GRI 3.0) for estimating the supercritical CO2 
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shock tube experiments. Therefore, in this work, reduced skeletal mechanism are derived from the 

Aramco 2.0 mechanism and then the sCO2 reaction rate constants are substituted.  

 

Figure 53: Comparison of sCO2 shock tube ignition delay times [120] with the Aramco 2.0 and 
GRI 3.0 by various EOSs 
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4.3 The skeletal mechanism 

As discussed in the introductory section, the usage of detailed mechanisms in CFD 

simulations is not practical due to associated expensive computational power. Therefore, a reduced 

skeletal mechanism is of much interest to the combustion CFD community. An automated 

computer program called  CHEM-RC from the work of [121, 122] is used in order to eliminate 

unimportant species. This computer model uses the Multi-Generation Path Flux Analysis (PFA) 

method to identify the important species to the targeted species. The PFA method is an extension 

of Direct Relation Graph (DRG) method and Direct Relation Graph with Error Propagation 

(DRGEP) methods [123] and proven to capture better flux . The previous section confirms that 

Aramco 2.0 mechanism is better suitable for sCO2 simulations compared to GRI 3.0. Therefore, 

the Aramco 2.0 mechanism is used as a source for further reduction process.  The full Aramco 2.0 

mechanism consists of 493 species and 2714 reactions for fuels up to C6. A total of five reduced 

mechanisms are generated from this detailed mechanism by using CHEM-RC by varying the 

threshold values (a parameter used in PFA to choose the reaction paths). The higher the threshold 

value the smaller will be the reduced mechanism. The detailed information on the threshold value 

can be found in [121]. Also, various mixtures from lean to rich and moderate to highly CO2 diluted 

conditions have been given to CHEM-RC as inputs (conditions shown in Table 11). The smaller 

the number of species, the lower will be the computational time for CFD simulations. Therefore, 

initially the reduction process started with a 15-species mechanism and the threshold values in 

CHEM-RC were reduced gradually to obtain all the necessary species which are needed to validate 

the targeted mixture conditions.  
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Here, the performance of a reduced mechanism is compared with respect to the detailed 

Aramco 2.0. In the current work, the performance of the seven reduced mechanisms, namely, 15-

species, 16-species, 19-species, 21-species, two 22-species and 23-species is discussed. 

The species in these mechanisms are tabulated in Table 12. Here, it should be noted that, 

the two 22 species mechanisms as mentioned in the table are derived from the 23-species 

mechanism by removing C2H3 and CH3OH respectively. Basically, this test has been performed to 

understand the importance of these species in estimating the IDTs at lean conditions.  

Figure 54 shows the comparison of IDT estimation of reduced mechanisms against those 

of the detailed mechanism for mixture-3 (stoichiometric mixture). It should be mentioned that the 

IDTs are estimated based on IGA EOS. Here, IGA EOS is used because, as discussed in the 

previous section, significant effect of real gas EOSs is not observed for mixture-2 and 3. It should 

be noted that the vertical axis is shown in logarithmic scale because the IDTs of the 15-species 

mechanism are deviating largely from the detailed mechanism predictions. Every other mechanism 

is performing very close to the detailed mechanism. The 16-species and 15-species mechanisms 

differ only by the species hydrogen peroxide (H2O2) and its associated reactions. Interestingly, this 

one species has changed the prediction of IDTs by as much as 50 times. The main reason is that 

for auto ignition of hydrocarbon and oxygenated fuels, the hydrogen atom (H) abstraction by 

hydroperoxyl radical HO2  (forming H2O2) is an important reaction class in the autoignition of  

fuels,  particularly at  low-to-intermediate  temperatures in the range 600-1300 K [124]. The role 

of the hydroperoxide radical, HO2, in high-pressure ignition phenomena is well established, as is 

the role of hydrogen peroxide decomposition [125].  
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A rate of production (ROP) and sensitivity analysis at stoichiometric, low temperature 

conditions is shown in Figure 55. It illustrates that the reaction RR-1 is the second prominent 

reaction for CH4 consumption:  

CH4+HO2 CH3+H2O2                                                                                                          RR- 1 

Figure 56 shows that, the H2O2 is formed in the constant volume reactor even before auto-

ignition starts and it is due to RR-2.  Therefore, the omission of H2O2 in the 15-species mechanism 

has significantly delayed the interaction of CH4 and HO2 and delayed the methane consumption 

and formation of CH3, hence the IDTs are delayed. Also, it must be noted that the accumulated 

H2O2 reacts with “+M” to produce two OH radicals and it is responsible for the bulk of heat release 

at high-pressure and high-temperatures. The detailed description of this phenomenon can be 

obtained in [125].  

H2O2(+M) OH+OH (+M)                                                                                                    RR- 2 

Therefore, the 16-species as shown in Table 12 are the minimum required in a reduced 

mechanism to estimate the IDTs of a highly CO2 diluted, stoichiometric methane mixture. Also, 

there could be possibilities of reducing the species number further by other mechanism reduction 

methods than PFA (e.g., [126, 127]). But, it must be remembered that the PFA method in this 

analysis is considered to capture the maximum path flux during the reduction process. Hence, other 

methods are not explored. Further, the 15-species mechanism is not considered during IDTs 

comparison of lean mixture (mixture-2) and hydrogen mixture (mixture-1). 

Figure 57 compares the lean mixture (mixture-2) IDTs estimated by 16, 19, 21, two 22-

species and 23-species mechanism with those of the detailed mechanism. It is interesting to note 

that none of the reduced mechanisms below or equal to 21 species are able to predict the lean 

mixture IDTs. The 16 and 19-species mechanisms estimate almost similar IDTs. Further, the 

addition of two more species C2H5 and CH2OH species to 19-species mechanism has slightly 
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delayed the IDTs. However, this 21-species mechanism is still far from the detailed mechanism 

predictions and shows faster ignition. At the same time, the 23-species mechanism is predicting 

the IDTs of mixture-2 almost same as the detailed Aramco 2.0 mechanism. The two additional 

species in the 23-species mechanism compared to 21-species mechanism are CH3OH and C2H3. 

These two species significantly delayed auto-ignition under lean conditions and matches the 23-

species mechanism prediction with the detailed Aramco 2.0 (when compared to the predictions 

from the 21-species mechanism). 

Table 11: The parameters chosen used in CHEM-RC to reduce the mechanism 

CHEM-RC 
parameters 

Value chosen 

Mixture conditions  CH4/O2/CO2 
1. 1/2/35 (stoichiometric- high CO2 dilution) 
2. 1/2/16.5 (stoichiometric- low CO2 dilution) 
3. 1/2.5/40 (lean- high CO2 dilution) 
4. 1/2.5/20 (lean- low CO2 dilution) 
5. 1/0.84/20 (rich-high CO2 dilution) 
6. 1/0.84/10 (rich-low CO2 dilution) 

Threshold values 0.50 to 0.95 
Initial temperature 800 K to 1500 K 
Pressure 250 atm. to 350 atm. 
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Table 12: The list of species in the reduced mechanisms 

Spe
cies. No 

23 
species 

22 
species  
(with 
CH3OH) 

22 
species 
(with 
C2H3) 

21 
species 

19 
species 

16 
species 

15 
species 

1 H2 H2 H2 H2 H2 - - 
2 H H H H H H H 
3 O2 O2 O2 O2 O2 O2 O2 
4 O O O O O O O 
5 H2O H2O H2O H2O H2O H2O H2O 
6 OH OH OH OH OH OH OH 
7 H2O2 H2O2 H2O2 H2O2 H2O2 H2O2 - 
8 HO2 HO2 HO2 HO2 HO2 HO2 HO2 
9 CO CO CO CO CO CO CO 
10 CO2 CO2 CO2 CO2 CO2 CO2 CO2 
11 CH4 CH4 CH4 CH4 CH4 CH4 CH4 
12 CH3 CH3 CH3 CH3 CH3 CH3 CH3 

13 
CH3O

2H CH3O2H 
CH3O

2H 
CH3O

2H 
CH3O

2H 
CH3O

2H 
CH3O

2H 

14 
CH3O

2 CH3O2 
CH3O

2 
CH3O

2 
CH3O

2 
CH3O

2 
CH3O

2 

15 
CH3O

H CH3OH - - - - - 
16 CH3O CH3O CH3O CH3O CH3O CH3O CH3O 

17 
CH2O

H CH2OH 
CH2O

H 
CH2O

H - - - 
18 CH2O CH2O CH2O CH2O CH2O CH2O CH2O 
19 HCO HCO HCO HCO HCO HCO HCO 
20 C2H6 C2H6 C2H6 C2H6 C2H6 - - 
21 C2H5 C2H5 C2H5 C2H5 - - - 
22 C2H4 C2H4 C2H4 C2H4 C2H4 - - 
23 C2H3 - C2H3 - - - - 
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Figure 54: Comparison of IDTs (stoichiometric mixture) of the detailed Aramco 2.0 and reduced 
species mechanisms 

 

 

Figure 55: The absolute rate of production of CH4 and sensitivity of CH4 and H2O2 at Tinl=1100 

K, Pinl=285.5 atm 
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Figure 56: Production of OH and H2O2 during stoichiometric constant volume combustion for 
mixture-2 at Tinl=1100 K, Pinl=285.5 atm. 

It is interesting to understand how these two species (CH3OH and C2H3) are causing 

mixtures to ignite later. Therefore, each species is removed from the 23-species one at a time to 

make two new mechanisms (2-species as listed in Table 3-2). The IDTs predicted by these two 22-

species mechanisms are also shown in Fig. 3-6. It can be observed that, the contribution of C2H3 

in delaying the ignition is much more than the CH3OH. But, as it can be observed from Fig. 3-6, 

the 22-species mechanism with C2H3 alone is not sufficient to predict IDTs within the 20% 

uncertainty. Therefore, it can be concluded that these two species are very important for lean sCO2 

mixtures. 

Figure 58 compares IDTs of the stoichiometric H2 mixtures with those of the detailed 

Aramco 2.0 predictions. The 19-species mechanism can capture IDTs on par with the detailed one. 

Thus the 19-species mechanism is sufficient for the H2 mixtures selected in the current study.  
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From this analysis, it can be concluded that, minimum 16 species are required for 

predicting the stoichiometric CH4 and high CO2 diluted mixtures. Further, 19 species are required 

for supercritical H2 mixtures and 23 species are required for lean CH4 mixtures with high CO2 

dilution. The 23-species mechanism has better IDT prediction capabilities compared to all other 

reduced mechanisms discussed in this work. The average deviation of the IDTs calculated by 23-

species mechanism with respect to those of the Aramco 2.0 mechanism is less than one percent. 

 

Figure 57:  Comparison of lean mixture IDTs of the detailed Aramco 2.0 and reduced species 
mechanisms 
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Figure 58: Comparison of stoichiometric H2/O2/CO2 mixture IDTs of the detailed Aramco 2.0 and 
reduced species mechanisms 

4.4 Comparison of skeletal and detailed mechanisms with perfectly stirred reactor 
model 

 From the previous analysis the 23-species mechanism is identified as the 

appropriate reduced mechanism for sCO2 combustion simulations. In this section, the performance 

of the 23-species mechanism is compared with the detailed Aramco 2.0 mechanism while 

simulating a perfectly-stirred-reactor (PSR). The PSR simulation is a zero-dimensional simulation 

which is used as a tool for gas-turbine combustor development since the 1950s. The primary zone 

of the combustor can be simulated with the PSR [128]. In this section, various possible CO2 

dilution levels and methane-oxygen equivalence ratios in the primary zone are simulated by using 

a PSR model in CHEMKIN-II. The SRK EOS [39] is considered in the simulation by using 

CHEMKIN-RG. The inlet temperature of the reactor is 1000 K, pressure is 300 atm.  



92 
 

Figures 59 and 60 show a comparison of the detailed and 23-species mechanisms when 

they are applied to a PSR. The horizontal axis of Figure 59 represents the residence time in the 

PSR and the vertical axis represents the exit temperature of the PSR. Here, stoichiometric CH4 and 

O2 at 1000 K are diluted by 60 to 90 percent CO2 by mass. The results show that, at all dilution 

levels, the predictions by both detailed and reduced mechanisms yield the same PSR exit 

temperature (the average deviation between the reduced and the detailed mechanisms are less than 

0.5 percent).   

 

Figure 59: PSR exit temperature comparison of detailed Aramco 2.0 mechanism with the 23-

species one at stoichiometric CH4/O2 ratio and at various CO2 dilution levels. 

Figure 60 shows the PSR simulation comparison at various equivalence ratios (ϕ). Here, at each 

equivalence ratio the percentage of CO2 dilution is kept constant at 90 percent and the residence 

time as one millisecond. The results show that, the accuracy of 23-species mechanism is a little 



93 
 

less in lean conditions compared to stoichiometric and rich conditions. However, the maximum 

deviation is observed at ϕ=0.8 and is 2.1 percent which is not considered as significant.  

 

Figure 60: Comparison of detailed Aramco 2.0 mechanism with the reduced 23-species mechanism 
at various equivalence ratios of CH4/O2 at ninety percent CO2 dilution level at one millisecond 
residence time 

4.5 Comparison of skeletal and detailed mechanisms for turbulence chemistry 
interaction 

Figure 61 shows the comparison of the PCMC solution with both detailed and reduced 

Aramco 2.0 mechanisms. The horizontal axis of each subplot in Figure 61 corresponds to the 

Reaction Progress Variable (RPV). The scale represents unburnt condition when RPV is zero and 

fully burnt condition when RPV is one. The vertical axis of each subplot represents mass fraction 

of a species. Here, the mass fractions of five species, CH4, CO, CH2O, C2H6 and OH has been 

shown with respect to the RPV. Each column in Figure 61 corresponds a species and each row 

corresponds to a turbulent dissipation value. Here, three turbulent dissipation values (N 1/s), 
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10000, 100 and 0.1 are presented. For larger N, for CH4, the PCMC solution is just a straight line. 

It represents that, the reaction is following a single step pathway at higher N. However, as N 

decreases, the CH4 profile is curved more implying that the CH4 disintegration follows more 

complex reaction paths. Here, it must be noted that the CH4 disintegration is very well predicted 

by the 23-species mechanism on par with the detailed mechanism. Also, the intermediates and 

radicals, CO, CH2O, C2H6 and OH mass fraction are increasing as the N value deceases. These 

variations are also predicted well by the 23-species mechanism. However, at small values of N 

(N=0.1), the difference seems higher. It is because, the PFA method used in this chapter does not 

account the pathways at various turbulent dissipation levels. 

Figure 62 shows a comparison of the source term (Sc) between the detailed Aramco 2.0 

mechanism and the reduced 23-species mechanism at various turbulent dissipation values. In the 

PCMC, the source term represents the non-dimensional reaction energy release per second. At N 

value 10000, the peak of the source term is towards the right side of the plot and it represents the 

maximum rate of energy releases towards the end of the reaction. However, at lower N the peak 

value moves towards the left. This trend is very well predicted by the 23-species mechanism. 
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Figure 61: Comparison of detailed and reduced (23-species) Aramco 2.0 mechanisms at various 
turbulent dissipation values 

 

Figure 62: The comparison source term (Sc) estimated by detailed and reduced (23-species) 

Aramco 2.0 mechanisms at various turbulent dissipation values 
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4.6 Comparison of skeletal and detailed mechanisms for ignition delay times 

In this section, the 23-species and detailed Aramco 2.0 mechanisms are compared by using 

IDTs in constant volume reactor. Here, four mixture conditions (In addition to Mixture-1,2 and 3) 

are considered for comparison and each mixture has five initial temperature conditions varying 

from 1000 K to 1500 K. The temperature range chosen here corresponds to the approximate inlet 

and outlet temperatures of the sCO2 combustion chamber. Also, these mixture conditions consist 

of two stoichiometric ratios, one lean and rich equivalence ratio.  

The IDTs are shown in Figure 63, which shows that both the detailed Aramco 2.0 and 23-

species mechanisms are predicting approximately the same IDTs. The maximum difference 

observed between both the predictions are less than 2%.  

Table 13: Mixtures considered for comparing IDTs in the constant volume combustion chamber 

Initial Mixture Mole ratios of 
fuel/O2/CO2 

Mixture 1-H2/O2/CO2 10/5/85 
Mixture 2- CH4/O2/CO2 3.91/9.92/86.17 
Mixture 3- CH4/O2/CO2 7.5/15/77.5 
Mixture 4- CH4/O2/CO2 1/2/26.7 
Mixture 5- CH4/O2/CO2 1/2/9 
Mixture 6- CH4/O2/CO2 1/4/15 
Mixture 7- CH4/O2/CO2 1/1.33/9 
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Figure 63: Comparison of the Aramco 2.0 and 23-species mechanisms in terms of ignition delay 

times estimation in a constant volume combustion chamber 

4.7 Reaction rate constant estimate by molecular dynamic simulations 

Chemical kinetics in the sCO2 environment is different from that of ideal gases [129, 130]. 

Arrhenius rate constants for reactions in sCO2 could be determined either by experiments or by 

detailed molecular level simulations. At present, experimental efforts to understand reaction rate 

constants in the sCO2 environment at the molecular level are rare. However, some progress has 

been made through Quantum Mechanical (QM) and Molecular Dynamics (MD) simulations, in 

combination with the theory of chemical reactivity approaches, including Rice–Ramsperger–

Kassel–Marcus (RRKM) one, as discussed in this section.  
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4.7.1 Review of QM, MD, and RRKM reaction rate estimates in the combustion 

There are several methods to calculate rate constant k by estimating the reaction path at molecular 

level. Even the apparently simple reaction may proceed through a complicated mechanism with 

multiple transition states and intermediate species. Also, environmental atoms and molecules may 

participate to form unexpected species. Transition-state theory (TST) [131] is the most common 

method to predict rate constant for a single step process. QM method is used to optimize 

geometries of the reactants and transition state (the saddle point, with one imaginary vibrational 

frequency). Next, Eyring-Polanyi equation (Eq. 18) can be applied to calculate k. In some cases, 

free energy barrier still exists, but there is no intrinsic potential barrier. The location of this free 

energy barrier, is called variational TST (VTST) [132], and it can be used to calculate k. Bond 

breaking reactions  usually proceed through VTST.  

One should note that TST treats elementary reactions on the assumption of fast equilibration 

with the bath gas molecules (strong collision limit).  There are other theories, accounting for the 

finite collision rates to evaluate k. For example, the critical assumption of RRKM theory is applied 

to treat temperature and pressure dependence of unimolecular dissociation or isomerization. In 

TST there is no re-crossing of the dividing surface, meaning that trajectories passing through TS 

always continue on to the products. Moreover, TST requires the values of energy, rotational 

constants, and the vibrational frequencies at the saddle point, all of which can be provided by the 

quantum chemical calculation. In turn, RRKM accounts for a finite fraction of hot (not 

equilibrated) product molecules, recrossing TS back to the reactants basin [133, 134]. Typical 

RRKM calculation also includes quantum tunneling probabilities [135]. However, RRKM theory 

often oversimplifies reaction mechanism, ignoring other isomerization channels. Therefore, 

Master equation [136] can be applied in cases of multiple interconnected wells and the dissociation 
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of weakly-bound radicals, These processes can be presented as stochastic differential equation 

chain or Markovian equations: 

𝑑𝑑𝑛𝑛𝑖𝑖(𝑡𝑡)
𝑑𝑑𝑑𝑑

= ∑ (𝑝𝑝𝑖𝑖𝑖𝑖𝑛𝑛𝑗𝑗(𝑡𝑡) − 𝑝𝑝𝑗𝑗𝑗𝑗𝑛𝑛𝑖𝑖(𝑡𝑡))𝑗𝑗                          (4-1)                                                                             

where pij is the probability per unit time of a transition from state j to i and ni(t) is the probability 

of finding the ensemble of molecule or population at state i at time t. 

The accurate prediction of the rate constant k in sCO2 environment may include several steps. 

First, the potential energy surface (PES) maps the location of the local minima, corresponding to 

reactants and products, as well as intermediates on the reaction path between them. The saddle 

point where the energy profile along the reaction path reaches its maximum is known as transition 

state (TS). Its elevation above the reactants is activation energy. Second, the free energy profile 

along the reaction also known as the potential of mean force (PMF) is produced. Two points on 

PMF (reactants and TS) are the most important, they determine Gibbs free activation energy of a 

reaction. Eyring-Polanyi equation (Eq.4-1) can be applied after evaluating this activation free 

energy. Free energy can be determined by quantum mechanical (QM) and molecular dynamics 

(MD) simulations. A high-level ab initio QM methods combined with a large basis set produce the 

most accurate results. In chemical kinetics studies, methods such as coupled-cluster (CC) theory 

with single (S) and double (D) substitutions and perturbational inclusion of unlinked triples 

[CCSD(T)] [137] is considered “golden standard”, they are the most accurate while often 

unaffordable. Therefore, multi-configurational self-consistent field (MCSCF) [138, 139] method 

such as complete active space SCF (CASSCF) and perturbation theory (CASPT2) [140, 141] were 

used in early studies. CASSCF has a limited account for dynamic electron correlation, while 

CASPT2 overcome such issues, especially for hydrogen atom association with radical 

hydrocarbon reactions [142]. Recently, the rate constant of reactions was also predicted by a 
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machine learning approach to reduce QM calculation time without losing the accuracy of 

estimating k [143]. 

Combustion reactions include association/dissociation of atoms or molecules and bond 

formation/breaking. Of these reactions, methane oxidation CH4 → CH3 → CH2O → HCO → CO 

→ CO2 is one important high-temperature pathway in the combustion mixture. At low 

temperatures, pathways that are unimportant at higher temperatures become prominent. In a low-

temperature pathway, CH3 to CH2O can appear through methanol (CH3OH) or CH3 recombine to 

form C2H6, which is a higher hydrocarbon than CH4. The CH3OH and C2H6 can ultimately be 

converted into CO.  

Many of these radicals were studied by experimental and theoretical groups. The reaction path 

of radical-radical recombination is typically barrierless, and therefore tunneling effects are not 

important. Usually, no well-localized TS (saddle point on PES) is found, and location of variational 

TS (saddle point on PMF) depends on temperature, account of anharmonicity, hindered rotation, 

etc. Other reactions, such as hydrogen abstraction reactions and molecular 

decomposition/dissociation represent combustion reactions in general [144]. Hydrogen-oxygen 

reactions play essential roles in combustion reactions [145, 146]. One or more intermediates exist 

and contribute to chain-branching and chain-terminating reactions. Of all the series of hydrogen-

oxygen reactions, H + O2  OH+O reaction is the essential chain-branching reaction. Other 

chemical kinetics information can be obtained from the NIST Kinetics Database [147]. However, 

the database is still lacking many reactions under high pressure. Therefore, several computational 

methods have been used to estimate k in high pressure, high-CO2 concentration environments. 

These studies are reviewed in the following.  
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4.7.2 A summary of MD, QM, and RRKM studies of high-pressure reactions 

Chemical reactions studied at high pressures above 100 atm are relatively rare. A series of oxy-

fuel combustion reactions in the sCO2 environment were studied by QM and classical MD methods 

to evaluate constant rate k. In these studies, the CO2 molecule was treated explicitly as a spectator 

molecule that may modify the reaction mechanism and reduce the activation energy barrier. The 

1st important combustion reaction is: 

CO+OH→H+CO2                                     (R1) 

This reaction converts CO to CO2 with significant exothermic effect. It was found in the study 

[148, 149], that one CO2 molecule may covalently bind with OH radical, followed by attachment 

of CO molecule and formation of a new intermediate. This alternative reaction pathway lowers the 

activation energy [148, 149]. It was found to be autocatalytic because the reaction product CO2 

acts as a catalyst. Subsequently, the Master equation approach was applied to compare pathways 

with and without CO2 molecule [150]. The rate constant with the CO2 molecule was higher only 

when the temperature is lower than 370 K and when the pressure is higher than 300 atm. At 300 

atm, the rate constant k of (R1) is in the order of 10-12 cm3/molecule/s with or without catalytic 

CO2 molecule. Experimental and theoretical studies of this reaction at low pressure were 

performed by other groups [151-155].  

The 2nd and 3rd most important reactions in combustion are the transfer of hydrogen atom (H-

abstraction): 

HO2+CH2O→H2O2+HCO               (R2) 

and the self-reaction of HO2: 

2HO2→H2O2+O2                    (R3) 
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These reactions in the presence of spectator CO2 molecule were studied to investigate the effect of  

covalent and van der Waals (vdW) complex formation [149, 156]. The authors concluded that the 

formation of covalent intermediates does not play the role of hydrogen transfer kinetics because 

of the higher activation barrier along that pathway. The vdW complexation of CO2 molecule in 

(R2) does not affect hydrogen transfer from formaldehyde but accelerates HO2 self-reaction (R3). 

It represents the catalytic effect of CO2 molecule in (R3). Other theoretical studies of k of (R2) 

were performed [157-160] and k of (R3) [161-164], both at low pressure.  

QM calculations and Master equation approach were also applied in the reaction of hydrogen 

transfer from formaldehyde to hydroxyl in our group [22, 165]:  

HO+CH2O→H2O+CHO   (R4) 

Formaldehyde is an essential intermediate in oxidation reactions in both combustion and 

atmospheric chemistry. The role of CO2 molecule was found to form the vdW complex under 

higher pressure and lower temperature, which leads to a higher rate constant of this reaction. Rate 

constant k of (R4) at 300 atm below 1,000-2,000 K is in the order of 10-12 cm3/molecule/s with 

CO2 molecule and of 10-11 cm3/molecule/s without CO2 molecule. These results show the 

importance of the solvent effect of CO2 at room temperature. Studies of (R4) by other research 

groups were done by shock tube experiment [166, 167] and ab initio Quantum chemical 

calculations [168-171]. Other oxidation reactions of methyl radical CH3 + O2 were investigated as 

well. They include vdW or covalently bonded CO2 molecule leading to alternative pathways and 

produce CH3O, CH2O, or CHO [165]: 

CH3+O2→CH3O+O                              (R5) 

CH3+O2→CH2O+HO                           (R6) 

CH3+O2→CHO+H2O                           (R7) 
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All these CH3 radical reactions (R5)-(R7) were found to be catalyzed by the CO2 molecule [165]. 

Experimental studies of k for (R5) include shock tube [172-175] and flash photolysis [176]. Studies 

of k for (R6) include shock tube [172, 175, 177, 178] experiments at high temperature and low 

pressure and theoretical ab initio calculations [179, 180]. Reaction (R7) was studied only by shock 

tube experiments [181, 182]. Table 14 presents the characteristics of reactions involving explicit 

CO2 molecule, studied in our group. 

Table 14: Explicit CO2 molecule-included reactions performed in our group 

Reactions 

Quantum 

calculation 

performed? 

Master 

Equation 

included? 

Hydrogen 

transfer? 

van der 

Waals 

intermediate? 

Covalent-

bonded 

intermediate? 

CO + OH → H + CO2 Y Y N N Y 

CH3 + O2 → H3CO + O Y N N Y N 

CH3 + O2 → H2CO + HO Y N N N Y 

CH3 + O2 → HCO + H2O Y N N N Y 

H2CO + HO → HCO + H2O Y Y Y Y N 

H2CO + HO2 → HCO + H2O2 Y N Y N N 

2HO2 → O2 + H2O2 Y N Y Y N 

 Besides QM studies, classical MD simulations were performed in our group for the series 

of combustion reactions where large number of spectator CO2 molecules were included to mimic 

the sCO2 environment. The challenge of MD simulations of these reactions is that they include 

making or breaking chemical bonds. Therefore, MD needs special force field. There are various 

methods incorporating chemical reactions in MD simulations, including the reactive force field  

(ReaxFF) [183]. Modifications of the  force field parameters was found to be necessary since the 
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original ReaxFF did not reproduce transcritical behavior of CO2 and H2O well [113]. PES of the 

most important combustion reaction CO + OH → H + CO2 (R1) was validated by such updated 

ReaxFF force field parameters. Later, the same reaction was studied by MD simulations to obtain 

rate constant k. In this MD study, the combined quantum mechanical/molecular mechanical 

(QM/MM) method was applied instead of ReaxFF approach to describe the reactive system. The 

QM/MM method has been developed to simulate chemical reactions in large systems and is  

especially  appropriate for reactions in solution [184-186]. The combination of semi-empirical 

modified neglect of diatomic overlap (MNDO) [187] as QM method to treat the reactive system 

and transferable potentials for phase equilibria (TraPPE) [188] as MM force field to treat CO2 

molecules were selected. To sufficiently sample crossing the activation barrier, boxed MD (BXD) 

protocol [189, 190] was applied. BXD allows to explore rare events and obtain the potential of 

mean force (PMF). The idea of this protocol is to divide the entire range of reaction coordinate 

into several intervals, called “boxes”. The dynamic trajectories are locked within each box to 

observe a sufficient number of events, involving rarely visited regions (like barrier crossing). BXD 

provides free energy along the reaction coordinate. Once PMF is known, VTST is located, and is 

used to predict the activation free energy, and subsequently the rate constant by Eyring-Polanyi 

equation (Eq.18). The calculated k (~10-12 cm3/molecule/s at 300 atm) has a similar trend to that 

fitted by the Master equation in the previous work [150], and it shows the validity of such delicate 

composite MD simulation method. In this study, rates of formation and decomposition of the stable 

intermediate HOCO were evaluated.  

Other important combustion reactions in sCO2 environment were studied by a similar  protocol. 

These include methane oxidation reaction [191]: 

CH3+HO2→CH3O+OH      (R8)                                                                    
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and the decomposition of formyl radical [192]:                                                                                                                       

HCO→H+CO          (R9) 

The stable intermediate CH3OOH in (R8) and HCO at a higher temperature in (R9) or vibrationally 

excited intermediate HCO* at lower temperature represent various reaction channels and will lead 

to different k in different temperature and pressure range. Other studies of k on (R8) include shock 

tube experiments [193, 194] and theoretical estimation [195]. Rate constant for (R9) were studied 

by flash photolysis [196, 197], or combined experimental and quantum chemical methods [198]. 

To obtain more accurate PES, than semiempirical QM methods could provide, the multi-state 

empirical valence bond (MS-EVB) [199, 200] method was applied in two of the important  

barrierless combustion reactions - ethane dissociation [201]: 

C2H6→2CH3   (R10)                                                                                                                        

and hydrogen oxidation [202]: 

H+O2→HO2→HO+O     (R11) 

The flexibility of MS-EVB allows one to use force field tools to reproduce the accurate (predicted 

at high QM theory level) reactive PES in the TS region, thus bridging the gap between classical 

and quantum mechanics. The effect of supercritical environment on calculated free energy can be 

taken into account by applying the method developed by Akiya and Savage [203]. In this method 

the reaction free energy in the gas phase ΔGgas and solvation free energy of supercritical solvent 

ΔGsol make up the reaction free energy in supercritical phase ΔG≠ at any point along the reaction 

coordinate r: 

 ∆𝐺𝐺‡(𝑟𝑟) = Δ𝐺𝐺𝑔𝑔𝑔𝑔𝑔𝑔(𝑟𝑟) + ∆𝐺𝐺𝑠𝑠𝑠𝑠𝑠𝑠(𝑟𝑟)       (4-2)                                                                                              

While calculation of ΔGgas(r) is performed by a high-level ab initio QM method, ΔGsol(r) is 

obtained by Boxed MD simulation using MS-EVB force filed (as the difference between two PMF, 
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predicted with and without solvent molecules). This solvation free energy eliminates the 

systematic error from transferring a reaction from the gas phase to the supercritical phase.  

This approach was applied to reactions (R10) and (R11). The variational TST (VTST) [131, 

204] was applied to predict ΔG≠ in the case of (R10), while RRKM [134] was used in the case of 

(R11). Figures 60 and 61 show the rate constants of (R10) and (R11) in comparison with 

experimental and theoretical results from different groups. The composite method described above 

was able to evaluate k at higher pressures. The predicted k was closer to experimental results at 

different temperatures and pressures. Table 15 lists the summary of  combustion reactions in the 

sCO2 environment studied in our group. The refinement of rate constant for reaction CH3 + HO2 

→ CH3O + OH (R8) was performed in our group, by taking into account the complex formation 

with CO2. Figure 64a  compares predicted k with other theoretical evaluation by VRC-TST [195] 

and RRKM [205] methods from other groups. Figure 64b shows the difference of k at 1, 100, and 

300 atm after the correction. The result illustrates pressure independence of the reaction R8 (Figure 

64a) and the usefulness of  such correction (Figure 64b) to reduce deviations from experiment at 

lower temperatures ~1,000 K. 
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Table 15: Molecular dynamics simulation of combustion reactions in supercritical CO2 

environment 

 ReaxFF QM/MM 
MS-

EVB 
CVTST RRKM 

Temperature 

range 

Pressure 

range 

Reaction      (K) (atm) 

CO + OH → CO2 

+ H 
Y Y N N N 400 - 1,600 1 - 1,000 

CH3 + HO2 → 

CH3O + OH 
N Y N N N 600 - 1,600 0.3 - 1,000 

HCO → H + CO N Y N N N 400 - 1,600 0.3 - 1,000 

C2H6 → 2CH3 N N Y Y N 1,000-2,000 100 - 1,000 

H + O2 → HO + 

O 
N N Y N Y 1,000 - 2,000 100 - 400 

Table 16: Parameters A, n, and Ea in extended Arrhenius equation of combustion reactions at 
300 atm studied in our group 

 A n Ea  A n Ea 

Reaction cm3/molecule/s  cal/mo
l Reaction 1/s  cal/mol 

CO + OH → H + 
CO2 

4.30E-06 -1.310 40680     

CH3 + 
HO2→CH3O + OH 1.53E-21 2.758 -

8905 
    

HCO → H + CO 1.02E+15 -1.254 13000 H + CO → HCO 2.01E-15 0.29
8 

-
1840 

C2H6 → 2CH3 8.44E-19 1.420 -
19890 2CH3 → C2H6 2.41E+14 

-
0.20
0 

77030 

H + O2 → HO2 5.22E-02 -2.860 7247 H + O2 → HO + 
O 4.23E-07 

-
0.73
0 

21855 
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Figure 64: The rate-constant of (R10) (a) and its reverse reaction, (b) 2CH3 → C2H6. Experimental 

shock tube results are from [206-208] in (R10) and from [209, 210], and theoretical comparison 

from [211] in the reverse reaction of (R10).
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Figure 65:  The rate is constant (R11) (a) and its stable intermediate reaction (b) H + O2 → 

HO2. Experimental shock tube results are from [212-214], and theoretical comparison from [215-

218]. 
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Figure 66: The rate constant k of (R8) in (a) 1 to 300 atm and by VRC-TST[195] and 

RRKM[205] methods; (b) 1 to 300 atm before and after solvent correction. 
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Table 16 presents the  parameters A, n, and Ea of extended Arrhenius equation for several reactions 

at 300 atm predicted by MD simulations in our group. In summary, the combustion reaction in the 

sCO2 environment may change the reaction path compared to that in the gas phase. Explicit 

representation of CO2 molecules in simulations allows one to track the dynamic properties and the 

interactions between the reactants and CO2 molecules. The correction method (Eq.4-2) by Akiya 

and Savage [203] allows to reduce deviations of the calculated rate constant from the experimental 

measurements (where available), and demonstrated that k can be predicted more accurately 

compared to the other theoretical studies at high pressures. The combination of QM and MD 

methods helped to understand the role CO2 molecules play in the combustion reactions. 

4.8 Performance of new sCO2 mechanism 

As discussed in introduction of this chapter, a mechanism must have validated with respect 

to experiments and the reaction rates must be physical. Hence, the rate constants of reactions 

determined specifically for sCO2 combustion application is substituted in Aramco 2.0 mechanism 

and called as UCF 1.1 mechanism. The new reaction rates are estimated with molecular dynamics 

simulations are implemented in UCF 1.1 mechanism. Also, the performance of the mechanism is 

shown in Fig. 3-13 and 14. Here, the figures illustrates that the performance of this mechanism is 

better than the Aramco 2.0 mechanism under the conditions compared. Further, this mechanism is 

validated on other unpublished sCO2 shock tube data which is not shown in this report. 
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Figure 67: Comparison of lean (mixture-2) sCO2 shock tube ignition delay times [46] with Aramco 

2.0 and UCF 1.1 species mechanism 
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Figure 68: Comparison of stoichiometric sCO2 shock tube ignition delay times [46] with Aramco 

2.0 and UCF 1.1 species mechanism 
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4.9 Conclusions 

In the current chapter, a comparison is made between the Aramco 2.0 and GRI 3.0 

mechanism by using various van der Waal’s type of equations to predict the ignition delay times 

of a shock tube. From this analysis, the Aramco 2.0 mechanism is confirmed to be a better accurate 

mechanism available for sCO2 combustion applications.  After that, a 23-species reduced 

mechanism has been developed from Aramco 2.0 mechanism by using the path-flux-analysis 

method (PFA) by employing the CHEM-RC tool. Finally, Aramco 2.0 mechanism is updated with 

the reaction rates specifically determined for sCO2 conditions and shown the improvement in 

ignition delay time predictions.  

1) The equation of state is found to have no impact on estimating ignition delay times of 

supercritical CH4/O2/CO2 mixtures unlike supercritical H2/O2/CO2 mixture considered in 

this work. It may be because, in H2/O2/CO2 mixture, the main product of combustion, i.e., 

H2O is shifting the critical point of the mixture towards the testing pressure.  

2) The CH4+HO2CH3+H2O2 is very crucial in the prediction of auto ignition under sCO2 

conditions, because methane decomposes into CH3 and H2O2 by this reaction even before 

the actual ignition starts. 

3) The species C2H3 and CH3OH and their associated reactions are very important in 

predicting the lean auto ignition.  

4) The 16-species mechanism identified in this work is sufficient to recognize the ignition 

delay times of the stoichiometric conditions. However, for identifying lean conditions at 

least a 23-species mechanism is required. Also, the 19-species mechanism is needed in 

predicting the ignition delay times of stoichiometric sCO2 hydrogen mixtures.  
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5) The 23-species mechanism presented in this work is performing on par with the detailed 

Aramco 2.0 mechanism in-terms of ignition delay times, perfectly stirred reactor estimation 

under various CO2 dilutions and equivalence ratios, and prediction of turbulence chemistry 

interactions. 

6) Further, the mechanism (UCF 1.1) is updated with the reaction rate constants of some 

sensitive reactions. These reaction rate constants are specifically calculated for sCO2 

combustion by using detailed molecular level simulations.  
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CHAPTER 5: A GENERAL STUDY OF COUNTERFLOW DIFFUSION 

FLAMES FOR SUPERCRITICAL CO2 MIXTURES 

5.1 Introduction 

In the current paper an attempt is made to understand the influence of CO2 dilution and 

pressure on the non-premixed sCO2 combustion by using the popular, axisymmetric counterflow 

diffusion flame analysis. A schematic diagram of counterflow diffusion flame is shown in Figure 

69. Counterflow diffusion flames are significant in the field of non-premixed turbulent systems 

because the turbulent flame can be assumed as a combination of small laminar flamelets locally, 

therefore, the local strain effect on a turbulent flame can be studied simply by changing the strain 

(by changing the inlet boundary conditions) on the counterflow diffusion flame. It should be noted 

that, in the current work inlet velocity of both streams is kept constant at 40 cm/s. 

 

Figure 69: A schematic diagram of the counterflow diffusion flame (U is the inlet velocity 

boundary condition and Zst is the stoichiometric mixture fraction) 
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A comprehensive experimental and numerical literature of counterflow diffusion flames is 

obtainable for ideal gases and real gases [219-224]. However, a similar analysis for sCO2 oxy-

methane combustion with real gas effects is not available. Therefore, in the chapter, attention is 

focused on sCO2 mixtures.  

The organization of this chapter is described as follows. Initially, the modeling section 

describes various real gas corrections and inputs accounted in the current simulation. Further, a 

comparison is made between Peng-Robinson (PEN) and Soave-Redlich-Kwong (SOV) equation 

of states (EOS) under various CO2 dilution conditions and SOV EOS is chosen for further 

simulations. Further, this study mainly focuses on investigating a few important non-premixed 

combustion characteristics such as Prandtl number, thermal diffusivity, Lewis number, 

stoichiometric scalar dissipation rate, flame thickness and Damköhler number, etc., and their 

dependency on both CO2 dilution and pressure  

5.2 Modeling 

As described in the introduction section, the operating conditions of sCO2 combustors are 

in the supercritical regime where intermolecular forces are prominent and can alter the 

thermodynamic and transport properties. Therefore, simulations must account for the real gas 

corrections.  

A pictorial representation of real gas thermal and transport property implementation into 

the OPPDIF [225] (a FORTRAN counterflow diffusion flame code) is shown in Figure 70. The 

OPPDIF is a one-dimensional Fortran program that computes the diffusion flame between two 

opposing nozzles by using a two-point boundary value problem solver. The two-point solver solves 

the discretized differential equations by adaptive finite difference schemes. The CHEMKIN 
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OPPDIF code for counterflow diffusion flames [225] is coupled with CHEMKIN-RG [226] to 

account for real gas corrections and SRK EOS is used for the simulation.   

 

 
Figure 70: A pictorial representation of the real gas modeling in the current study. 

5.2.1 Viscosity modeling: 

Lucas et al. [227, 228] model recommend [39] for modeling sCO2 combustion  mixture 

viscosity, because this approach is relatively inexpensive in terms of computation, shows a good 

agreement with NIST when this method is applied to major species of combustion, and the 

predicted viscosity is closer to other supercritical viscosity models. This method does not consider 

the interaction between species as it is in the Chung et al. method [228]. Therefore, this model is 

implemented in the OPPDIF for supercritical mixture viscosity estimation along with real gas 

EOS.  

In this method, the mixture is assumed as a single fluid and the critical properties of mixture 

are calculated based on the weightage of its constituent’s mole fractions 𝑥𝑥𝑖𝑖. Please note that here 

suffix ‘i’ represents the species.  
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5.2.2 Thermal conductivity modeling: 

Stiel and Thodos model [228, 229] is used due to its better accuracy and lesser 

computational time compared to Chung et al.[228] method [39]. The Stiel and Thodos method 

estimates the supercritical thermal conductivity by adding a correction factor to the low-pressure 

thermal conductivity at the same temperature. This correction factor is a function of critical 

properties of the mixture and its reduced density. In general, Stiel and Thodos method is not 

recommended for polar substances; however the work of [39] shows that at higher temperatures 

the thermal conductivity of H2O (which is a major polar molecule in the sCO2 combustion ) is 

better predicted by this model. Therefore, this model is implemented in this work along with the 

real gas EOS.  

5.2.3 Chemical mechanism: 

The UCF 1.1 24-species mechanism is employed in this work accounts for the chemical 

kinetics. This mechanism is an updated version of the mechanism used in [230] and the rates of 

some reactions in this mechanism are updated with the rates specifically calculated for sCO2 

combustion [113-115, 231, 232]. 

5.3.4 Case setup 

As discussed in the modeling section, the updated OPPDIF code is used to simulate the 

counterflow diffusion flame. The width between two jet inlets is two centimeters. It should be 

noted that, the fuel jet is located at 𝑥𝑥 = 0 and the oxidizer jet is located at 𝑥𝑥 = 2 centimeters. Three 

different levels of sCO2 dilution such as thirty, sixty and ninety percent by mass in the oxidizer 

stream is used in the analysis. Also, four supercritical pressures, i.e. pressure which are beyond the 

critical point of major diluent CO2, such as 150, 200, 250 and 300 atm. are used to investigate the 

influence of pressure. Also, it must be noted that only real gas simulations performed with SOV 
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EOS to account for the real gas corrections in transport properties as discussed in the modeling 

section.  

5.3 The influence of equation of state 

 The equation of states available in literature can be categorized into virial-type,  

molecular-based and van der Waals type EOS [233, 234]. The virial and molecular based EOS are 

highly accurate and complex in their formulations. Hence, using them in combustion simulations 

are computationally expensive. The third category of EOS, i.e. van der Waals type EOS such as  

Peng-Robinson EOS (PRS) [235] and Soave-Redlich-Kwong (SOV) [236] are popularly seen in 

the supercritical combustion literature [237, 238]. The work of [39] reports the equivalent 

performance of SOV and PEN EOS for sCO2 premixed mixture from unburnt to fully burnt 

condition. In the current paper, a comparison is made between SOV and PEN at different dilution 

levels of CO2 at a reactor pressure of 300 atm.  

Figure 71 shows the influence of EOS on the temperature profile of the counterflow 

diffusion flame at various levels of CO2 dilution in the oxidizer stream and at 300 atm. pressure. 

The boundary conditions of this numerical experiment are shown in Table 17. Here, three different 

dilution levels are chosen because the oxidizer stream can have any level CO2 dilution, so a broader 

range is studied. The result shows that, at thirty percent dilution, there is a clear distinction between 

the temperature profiles predicted by SOV and PEN, whereas, as the dilution level is increasing, 

the estimates of these two EOS are becoming identical. The reason for this occurrence can be 

explained as follows. The mole fraction of the H2O in the products is higher at lower CO2 dilution 

condition compared to a higher CO2 dilution condition. Since the critical pressure of the H2O is 

approximately 218 atm. (much higher than other major combustion products), it would 
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significantly increase the whole mixture critical pressure. Hence, the ratio of the operating pressure 

to the mixture critical pressure i.e. the reduced pressure 𝑃𝑃𝑟𝑟 decreases. In this case, the operating 

pressure of the reactor is 300 atm; therefore the magnitude of 𝑃𝑃𝑟𝑟 is closer to one at lower dilution 

case compared to higher dilution case. In general, the van der Waals type EOSs agree very well 

when 𝑃𝑃𝑟𝑟 and 𝑇𝑇𝑟𝑟 are far higher from unity  [228] which is not the case at low CO2 dilution condition. 

Therefore, from this study it is recommended to validate EOS when it is applied to a low CO2 

dilution sCO2 combustion system. At a high CO2 dilution and pressure case the PEN and SOV are 

equivalent.  

Table 17: List of boundary conditions used for analyzing the influence of equation of state 

 Oxidizer jet Fuel jet 
Reactants O2 

CO2 (varied from 
30% to 90% by mass) 

CH4 

Temperature (K) 1000 1000 
   
Inlet velocity (cm/s) 
 

40 40 

Reactor pressure (atm) 300                                    300 
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Figure 71: The Effect of EOS on flame temperature at different oxidizer CO2 dilution levels (300 

atm. pressure and U=40 cm/s) 
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5.4 The effect of CO2 dilution and reactor pressure: 

As discussed in the introduction section, the overall dilution of CO2 in the sCO2 combustor 

must be approximately ninety-five percent by mass. However, the level of dilution in the primary 

and secondary zones of the combustor will be chosen based on the design requirement [239-241] 

such as low-Mach number inlet, shorter combustor residence time and complete oxidation of CO 

before the combustor exit, etc. Therefore, it is very important to look at the non-premixed 

combustion characteristics at different levels of CO2 dilution. In the current study three different 

levels of CO2 dilution are considered in the oxidizer stream such as thirty, sixty and ninety-percent. 

Also, though the optimized pressure of direct-fired sCO2 combustor is 300 atm. the initial test run 

combustors are being developed at 150-200 atm. [241]. Therefore, four reactor pressures such as 

150, 200, 250 and 300 atm. are considered for analysis. The interesting investigation would be to 

know how dilution and pressure are influencing the important non-premixed combustion 

characteristic like transport of species, momentum, heat, scalar dissipation, flow and chemical time 

scales etc. This investigation is important because, combustion codes reasonably assume some of 

these characteristics to reduce the complexity and associated computational time. 

 Two cases as presented in Table 18 are studied to understand the influence of CO2 dilution 

and reactor pressure. Also, SOV EOS is used for these simulations. In case-1, the pressure is kept 

constant and the CO2 dilution is varied, whereas in case-2, dilution level is kept constant and 

reactor pressure is varied.  
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Table 18: List of boundary condition used for analyzing the influence of CO2 dilution and pressure 

  Oxidizer jet Fuel jet 
Case-1 Reactants O2 

CO2 (varied as 
30%, 60% and 
90% by mass) 

CH4 

Temperature (K) 1000 1000 
Inlet velocity (cm/s) 40 40 

 Reactor pressure (atm) 
 

150                            150 

Case-2 Reactants O2 
CO2 (90% by 

mass) 

CH4 

Temperature (K) 1000 1000 
Inlet velocity (cm/s) 40 40 
Reactor pressure (atm) Varied as 150, 200, 250 and 300 

  
 
 

5.4.1 Influence on temperature: 

Figure 72 shows the effect of CO2 dilution (left) and reactor pressure (right) on the counter 

flow diffusion flame temperature. Here, the horizontal axis with the label “distance” represents the 

distance between the fuel and oxidizer inlets. The fuel jet is located at 𝑥𝑥 = 0 and oxidizer jet is 

located at 𝑥𝑥 = 2. The result shows that the flame temperature decreases as the CO2 dilution 

increases (left) and increases as the reactor pressure increases (right). It is because as CO2 dilution 

increases the mixture specific heat increases, hence the enthalpy released during the combustion 

process is absorbed by the CO2 without increasing the temperature. Also, it is known that pressure 

can increase the combustion temperature which be seen the “inset” view of the Figure 72.  
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Figure 72: The variation of temperature with respect to percentage of CO2 dilution and reactor 

pressure at U= 40 cm/s (Inset shows the zoomed view of temperature variation with pressure) 

5.4.2 Influence on Prandtl number: 

The Prandtl number compares the momentum and heat transport in a mixture. Also, this 

number provides insight of the sCO2 non-premixed combustion characteristics. Prandtl number 

greater than unity represents that momentum is dominating the thermal diffusion rate and vice 

versa. The Prandtl number is defined as follows. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =
𝜇𝜇
𝜌𝜌�

𝑘𝑘 𝜌𝜌𝑐𝑐𝑝𝑝�
                                                                                                     (5- 1) 
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The variation of Prandtl number with respect to CO2 dilution and pressure is shown in 

Figure 73. The figure shows that, as the CO2 dilution increases the Prandtl number on the flame 

(minimum value on the curve) and oxidizer stream increases. Also, pressure (right plot of Fig. 73) 

increases the Prandtl number on either side of jets. Here, the first observation is the overall Prandtl 

number in all these cases is less than one which clearly indicates that thermal diffusivity dominated 

momentum diffusivity in sCO2 combustion.  

Second, the Prandtl number is more influenced by the percentage of CO2 dilution than by 

the pressure (note the pressure change is very high). The main reason for this change is thermal 

diffusivity and viscosity as shown in the Figures. 74 and 75. The thermal diffusivity and viscosity 

are increasing with increase in temperature however in this case the rise in thermal diffusivity is 

more than the viscosity so the resultant Prandtl number on flame is lowest for 30% CO2 dilution. 

Also, increases in pressure reduce the diffusivity significantly more than increasing the viscosity 

as observed in the left side plots of Figs. 74 and 75. Hence, the Prandtl number on the jet increases.  

 
Figure 73: The variation of Prandtl number with respect to percentage of CO2 dilution and reactor 

pressure (at U=40 cm/s) 
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Figure 74: The variation of thermal diffusivity with respect to percentage of CO2 dilution and 

reactor pressure (at U=40 cm/s) 

 

Figure 75: The variation of viscosity with respect to percentage of CO2 dilution and reactor 

pressure (at U=40 cm/s) 

Thirdly, the overall variation of Prandtl number between both the jets and flame is 

relatively very minimal for 90% CO2 dilution case. Therefore, assuming a constant value under 

this condition holds reasonable for simulations which accounts flame wall interactions. The 

average value of Prandtl number is varying only between 0.733-0.739 for all the pressure 
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conditions at 90% CO2 dilution. For high fidelity of these simulations at lesser CO2 dilution levels 

a variable Prandtl number approach needs to be considered.  

5.4.3 Influence on the Lewis number: 

The Lewis number is the ratio of thermal diffusion to the molecular diffusion as shown in 

the Eq. 5-2. The computation of 𝐷𝐷𝑘𝑘 is challenging in a combustion code especially if there are 

many number of species are involved [242]. A most common assumption in premixed and non-

premixed combustion is that this number changes very little across the flame [243] and hence 

assumed as constant (in general, it is assumed as one) for theoretical and model developments. 

This assumption may not hold good for some applications especially when the Lewis numbers are 

varying significantly across the flame and not equal to one. Hence, there are complex approaches 

available in non-premixed combustion literature which accounts the Lewis number variation [244]. 

Therefore, it is very important to analyze the nature of Lewis number in sCO2 combustion before 

choosing an appropriate model or theoretical tool for analysis.  

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝐷𝐷𝑡𝑡ℎ
𝐷𝐷𝑘𝑘

= 𝑘𝑘
𝜌𝜌𝐶𝐶𝑝𝑝𝐷𝐷𝑘𝑘

                                                                 (5- 2)                              

Figures 76, 77, 78 shows the variation of Lewis numbers of CO2, CH4 and OH across the 

flame for the cases 1 and 2 as discussed previously in the Table 18. Further, Figure 79 shows the 

‘Lewis number on the flame’ of some important species in sCO2 combustion. Figure 76, 77, 78 

shows that, the Lewis number of CO2, CH4 and OH towards the oxidizer side is lower compared 

to the fuel side. It is mainly due to lesser thermal diffusivity towards oxidizer side (can be seen in 

Fig. 74). Next, the Lewis number for these species are approximately same for fuel jet at all 

different levels of dilution whereas towards the oxidizer side Lewis number keeps decreasing with 

increase in the CO2 dilution and hence increases the difference in the Lewis number across the 

flame. Again, this can be attributed to the decline in thermal diffusivity with dilution.  
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As explained earlier, Figure 79 shows the Lewis number of few important species on the 

flame. Here, the horizontal axis represents the reactor pressure and each subplot has Lewis number 

information at three different dilution conditions. The figure illustrates that, for all the species 

shown, the Lewis number decreases with increases in dilution. It should be noted that, on each 

subplot the Lewis number curves at different CO2 dilutions are differentiated by almost same 

magnitude. It shows that, increase in 30% CO2 dilution reduces the Lewis number of species 

approximately by 15%. Further, Lewis number is not significantly influenced by the change in the 

pressure.  

The magnitudes of Lewis numbers of OH and H2O shows that the molecular diffusivity of 

these species is slower compared to heat diffusivity whereas for rest of the species it is reversed.  

 

 

Figure 76: The variation of CO2 Lewis number with respect to percentage of CO2 dilution and 

reactor pressure (at U=40 cm/s) 
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Figure 77: The variation of CH4 Lewis number with respect to percentage of CO2 dilution and 

reactor pressure (at U=40 cm/s) 

 
Figure 78: The variation of OH Lewis number with respect to percentage of CO2 dilution and 

reactor pressure (at U=40 cm/s) 
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Figure 79:  Variation of Lewis number on the flame of various important species in Oxy-Methane 

combustion with respect to percentage of CO2 dilution and reactor pressure (at U=40 cm/s) 

5.4.4 Influence on the Damköhler number: 

Damköhler number is the ratio of flow time scale to the chemical time scale. Therefore, the 

flow and chemical effects on the diffusion flame structure are generally quantified by the 

Damköhler number. Some flamelet solution methodologies [242] assume that the combustion is 

fast i.e. Da=∞, so that that the products form instantaneously (achieves equilibrium 

instantaneously). Such, methodologies do not account for the dependency of scalar dissipation on 

the solution (or assume 𝜒𝜒=0). However, finite rate chemistry must be accounted in the flame zone 

(important near to stoichiometric mixture fraction) when Damköhler number has a finite value. In 
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the current study, the flow time scale is taken as the inverse of the stoichiometric scalar dissipation 

rate  (1 𝜒𝜒𝑠𝑠𝑠𝑠⁄ ) and the global chemical timescale is computed based on Eq. 5-3. Eq. 5-3 represents 

the inverse of non-dimensionalized energy release rate [245]. Here, ℎ𝑝𝑝 is obtained from the 

OPPDIF solution and the mixing line enthalpy is calculated based on the pure mixing (frozen 

chemistry) assumption.  

𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = ℎ𝑝𝑝−ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

∑ 𝜔̇𝜔𝑖𝑖ℎ𝑓𝑓𝑓𝑓 𝜌𝜌⁄𝑘𝑘𝑘𝑘
𝑖𝑖

                                                                                    (5- 3) 

 
Here, ℎ𝑝𝑝 − 𝐸𝐸𝐸𝐸𝐸𝐸ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ( 𝐽𝐽

𝑘𝑘𝑘𝑘𝑘𝑘
) 

ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 − 𝐸𝐸𝐸𝐸𝐸𝐸ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 ( 𝐽𝐽
𝑘𝑘𝑘𝑘𝑘𝑘

)  

𝜔̇𝜔 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ′𝑖𝑖′ (𝑚𝑚𝑚𝑚𝑚𝑚
𝑚𝑚3𝑠𝑠

)  

ℎ𝑓𝑓𝑓𝑓 − 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 ( 𝐽𝐽
𝑚𝑚𝑚𝑚𝑚𝑚

)  
𝑘𝑘𝑘𝑘 − 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 

𝜌𝜌 − 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 (
𝑘𝑘𝑘𝑘
𝑚𝑚3) 

Figure 80 shows the variation of Damköhler number with respect to the pressure and 

dilution. First, it can be observed that the Damköhler number is finite at all different levels of 

dilution and significantly lower at high CO2 dilution case. Therefore, this finite value to the 

Damköhler number represents that sCO2 combustion falls in finite rate chemistry regime. A more 

elaborate discussion on this result can be found in [246].  
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Figure 80:  The variation of Damköhler number with respect to pressure and dilution (U=40 cm/s) 

5.4.6 Implementation of real gas models in OpenFOAM CFD 

Real gas chemical kinetics, equation of state, thermal, and transport properties are implemented in 

counterflow flame code and premixed conditional moment closure (PCMC) model to couple it 

with OpenFOAMCFD. The counterflow solution in physical space is mapped in mixturefraction 

space to tabulate chemistry at various values of scalar dissipation (until extinction) to simulate 

non-premixed sCO2 combustion. The same approach is followed for premixed sCO2 combustion 

simulations as well. A sample test simulation with PCMC-sCO2 CFD is shown in Figure 81.  
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Figure 81: A sample premixed sCO2 simulation perfomed with OpenFoam CFD 

5.5 Conclusions 

Work presented in this chapter here is a step towards addressing the modeling challenges 

faced by sCO2 combustion at high pressures. A counterflow diffusion flame analysis was 

performed for supercritical CO2 combustion by using an updated OPPDIF code. This updated code 

accounts for the real gas effects in both thermal and transport properties. The viscosity and thermal 

conductivity are modelled with Lucas et al. [227, 228], and Stiel and Thodos models [229], 

respectively. Also, a 24-species mechanism derived from the UCF 1.1 mechanism (a mechanism 

developed for sCO2 applications) is used. Further, the nature of some important non-premixed 

combustion characteristics such as Prandtl number, Lewis number, scalar dissipation, flame 

thickness, Damköhler number are investigated at various levels of CO2 dilution (in the oxidizer 

stream) and supercritical pressures.  

Some important conclusions from this study are as follows: 

1) The Peng-Robinson and Soave-Redlich-Kwong equation of state are identical in terms of 

their prediction at high CO2 dilutions (sixty and ninety percent dilutions) whereas they 
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differ significantly at lower CO2 dilutions.  Therefore, validation is recommended at lower 

dilution conditions.  

2) The Prandtl number in sCO2 combustion is always less than unity. Further, an increase in 

the CO2 dilution increases the Prandtl number in the flame. At 90% CO2 dilution the 

difference between the Prandtl number in the flame and the inlet streams (oxidizer and fuel 

streams) is very small hence a constant Prandtl number assumptions holds reasonably well. 

Increase in reactor pressure increases the Prandtl number but the change is not as 

significant as with dilution.  

3) The Lewis number varies significantly across the flame due to the large difference in the 

thermal diffusivity of fuel and oxidizer streams. Further, the increase in CO2 dilution 

towards the oxidizer side increases the difference of Lewis number across the jets. Also, 

the Lewis number for some important species in the flame and their variation with respect 

to dilution and pressure is reported.  The Lewis number of species is more influenced by 

dilution than to pressure. Interestingly, the drop in the Lewis number with dilution follows 

a certain proportion. Every 30% rise in CO2 dilution drops the Lewis number of the species 

by 15%. The results show that assuming Lewis number equal to unity may not hold good 

for sCO2 combustion applications. 

4) The increase in CO2 dilution decreases the stoichiometric scalar dissipation 𝜒𝜒𝑠𝑠𝑠𝑠, which 

implies that flow timescales (mixing) getting longer with dilution. Also, 𝜒𝜒𝑠𝑠𝑠𝑠 increases a 

little with an increase in pressure. 

5) The flame thickness increases with an increase in CO2 dilution and reduces with pressure. 

6) The Damköhler number decreases with an increase in CO2 dilution. Also, the CO2 dilution 

influences the chemical times scale more significantly than flow time scales. Both chemical 
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timescale and flow time scale becomes larger with dilution, however chemical time scale 

increases more than flow time scale. It means that, Damköhler number drops non-linearly 

with respect to the CO2 dilution. This observation is very important for the operation of 

sCO2 combustor.  

7) The Damköhler number is too small in high CO2 dilution conditions and large in low CO2 

dilution conditions. Hence, overall combustion cannot be categorized as too fast or too 

slow as the time scale of combustion depends on the local percentage of CO2. Hence, the 

turbulent combustion model for sCO2 combustion simulation needs to be applicable in all 

the regimes of Damköhler number. 

8) Realgas thermal, transport, kinetics are implemented in OpenFOAM CFD bu using 

counterflow flame and PCMC approaches.  
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CHAPTER 6: SUPERCRITICAL CO2 HEAT TRANSFER COEFFICIENT 

MEASUREMENTS 

6.1 Introduction  

Near the thermodynamic critical point, effects of buoyancy on sCO2 internal heat transfer 

have been reported by many authors. In the case of flow-through heated tubes, the temperature 

difference between wall and bulk flow can cause variation in density. This can generate buoyancy 

forces, which affect secondary flow structures and turbulence generation in the flow hence, thus 

affecting convection heat transfer. 

 

Figure 82: Schematic showing buoyancy flow formation (left) and circumferential measurement 

strategy for this work(right) 

Most of these studies are performed for temperature and pressure near the critical point of 

CO2. Study of heat transfer away from pseudocritical temperature can be valuable for the design 

of components of sCO2 cycle that operate away from the critical point such as heat exchanger and 
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recuperators, especially for shell-n-tube type recuperators with macro sized tubes where effects of 

buoyancy are more probable. In addition to that, such information can be used to design turbine 

blade internal cooling passages. This report presents sCO2 heat transfer in a horizontal or an 

inclined tube covering temperature and pressure ranges for recuperators and primary heat 

exchangers and provides insight into varying effects of buoyancy on heat transfer. As seen from 

Figure 82, non-linear variation in properties still exists till 300oC for 200 bar pressures.  

It is anticipated that the effects of buoyancy on heat transfer will gradually diminish as 

conditions move away from the pseudocritical point. However, more results and comparison 

against available heat transfer correlations are necessary to investigate exactly what the criterion 

is when effects of buoyancy can be neglected. The temperature at which these buoyancy effects 

start to disappear can depend on CO2 pressure and testing conditions such as mass flux and heat 

flux. Studies reporting the exact temperature limit where buoyancy effects start to disappear have 

not been published yet. Detailed heat transfer experiments for this range have not been reported 

yet. This may be due to difficulty in performing experiments at higher temperature. Heating and 

cooling requirements increase substantially in order to perform these experiments since pumps in 

the loop operate at temperatures as low as or lower than ambient temperature. This increases size 

of the experimental setup, considerably increasing complexity and cost. In addition to that, 

experiments are limited to the highest operating temperature of the metal tube at high heat flux 

conditions. Experiments at such a large scale can also be vulnerable to transient effects of 

surrounding temperature, adding difficulty to achieve steady state results. The experimental setup 

for this study is designed considering all the above potential difficulties. 
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Figure 83: Property variation for CO2 with pressure and temperature plotted using CoolProp NIST 

tables 
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6.2 Experimental rig description 

The experimental loop for this study is designed with considering high pressure (200 bar) and high 

temperature (540oC for Stainless steel and 700oC for Inconel) operating conditions. Because of 

such high pressure and temperature conditions, the experimental approach uses electrically heated 

pipes, as opposed to use of heating foils transient thermal experiments for measurement of heat 

transfer coefficient. Since the heating is done by providing electricity to the metal tubing, the 

tubing cannot have any machining done for optical window access. It is not possible to create 

pressure taps for local pressure measurements as this machining will cause nonuniformity in heat 

flux. Hence for the current testing, seamless stainless-steel tubing with outside wall temperature 

measurements is utilized. For safe operation at such extreme conditions, ASME B31.3 Pipe Code 

is followed to ensure the pressure rating of the tube. The schematic of the experimental rig can be 

seen in Figure 84. The test loop is setup in a closed loop configuration to conserve usage of CO2. 

Before filling the loop with CO2, the loop is vacuumed to remove any air ensuring close to pure 

concentrations of CO2 for testing. The loop is also equipped with an exhaust system to safely 

discharge the loop. CO2 cylinder and booster pump are used in series to pressurize the loop to the 

desired pressure. After the filling process, the booster pump is disconnected using an ON/OFF 

valve from the loop. 
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Figure 84: Schematic of the experimental setup with stainless steel test section 

 Sigma pump (plunger type positive displacement pump), as shown in Figure 85 is used to 

circulate sCO2 through the loop with capabilities of maximum differential pressure of 4MPa and 

maximum operating pressure of 30MPa. A buffer tank is used downstream of the Sigma pump to 

absorb any possible pressure fluctuations and deliver a constant steady mass flow rate to the test 

section. For inclined rig setup, Micropump gear pump is used. Specifications of both pumps are 

shown in Figure 85. Coriolis mass flow rate meter is used to measure mass flow rate. The 

temperature inlet to the test section is controlled using a preheater made from wrapped around 

electric rope heaters and voltage controlling variacs. The heating of the test section is achieved 

using a DC power supply which is connected to the test section tube using machined copper 

busbars. These machined copper busbars ensure low contact resistance achieved from good contact 

with the test section tube. A busbar that is in loose contact with the tube might create a local spike 

in heat generation, making it difficult to account for heat transferred to the flow. sCO2 coolers are 
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used downstream of the test section before the gear pump to protect gear pump, valves and Coriolis 

mass flow rate meter from exceeding their high temperature limit as well as to achieve overall 

steady state during testing. These coolers are shown in Figure 86. First cooler consists of a fan 

blowing ambient air on a finned stainless steel tube array to cool from high temperatures to 50-

80oC. Then sCO2 is further cooled to 25-30oC using cooling coils immersed in cold water. The 

cold water temperature is regulated using a water chiller.  

The inlet flow temperature is measured using a K-type thermocouple probe inserted into 

the flow. Static pressure is measured at the inlet using a pressure transducer. The test section 

includes an unheated section with L/Dint = 90, heated section with L/Dint = 130 and unheated 

section L/Dint = 90 before measuring outlet flow temperature using a K-type thermocouple probe 

inserted into the flow. These values of L/Dint ratios are chosen based on conventional values 

necessary to fully develop hydrodynamic boundary layer and thermal boundary layer. The data 

reduction process takes into account outside wall temperatures in the test section, which are 

measured using K-type themocouples welded on the tube surface. At each axial location, 4 surface 

thermocouples are welded at 90o tangential intervals to measure temperatures at top, bottom, right 

and left wall locations (as shown on the right side of Figure 84). Electric heating is accounted by 

measuring the current provided by the DC power supply and voltage measured between two 

busbars. The maximum pressure limit of the test section is 24 MPa at a maximum surface 

temperature limit of 537oC (1000F). 
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Figure 85: Recirculating pumps in the loop 

 

Figure 86: Coolers in the loop 
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6.3 Test Section experimental and numerical Setup 

In addition to experimental study, CFD study is also performed for the same test section 

setup. Numerical domain dimensions and instrumentation locations are identical to the test rig 

(Inlet/exit bulk temperature, surface temperatures, heating busbars). These are shown in Figure 87. 

Conjugate CFD is performed, including the stainless steel metal domain with temperature varying 

property tables for stainless steel along with flow domain with sCO2. Simulations are run in 

ANSYS Fluent with inbuilt NIST Real Gas model tables. Meshing is done in ANSYS workbench 

with Multizone method. Y+ values observed throughout the domain is less than 1 in order to model 

convection heat transfer properly. External Wall Convective heat loss boundary expression is 

based on experimentally derived heat loss data. Wall heating in test section through domain source 

volumetric heat generation. 

 

Figure 87: Test section experimental and numerical setup 
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6.4 Heat loss tests 

Even though the stainless-steel tube is encased in an insulated duct with dimensions around 

35 times of tube outer diameter, heat loss through the ceramic fiber insulation to the surrounding 

is imminent, especially for experiments with wall temperatures as high as 500-700oC. Hence heat 

loss calculations are important to calculate heat transfer coefficient correctly. Heat loss from the 

tube to ambient is a function of the difference between tube wall temperature and ambient (Tw−amb), 

outer tube area and area specific equivalent conductance (Uloss[W/m2K]) between outer wall of 

tube and ambient. The goal of heat loss tests was to calculate this equivalent conductance, Uloss, 

since the other two parameters are known. Tw−amb is measured using thermocouples instrumented 

on outer wall of tube and ambient. The local outer tube area of the required section is calculated 

knowing dimensions of tube and length of the section. To calculate Uloss, the test loop is vacuumed 

so that the inside wall of the tube does not experience any surface heat convection. Here, it is 

assumed that the axial conduction from heated section of the tube to unheated section of the tube 

is negligible.  Four heat loss tests are performed with four different values of electric power to 

cover the range of Tw−amb expected from flow experiments. Uloss is calculated for each case and 

plotted against Tw−amb to obtain an expression for Uloss. This plot is shown including the expression 

for Uloss in Figure 88. The linear increase observed in Uloss with Tw−amb is due to linear increase 

thermal conductivity of ceramic fiber insulation with temperature. 
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Figure 88: Results from heat loss 

6.5 Validation of experimental setup using air heat transfer  

Due to the unconventional nature of experimental setup described here, it is important to 

validate the correctness of experimental results and data reduction process obtained from this 

setup. A similar experimental setup with electrically heated surface and data reduction with 

measurement of external surface thermocouples have been presented by several authors for sCO2 

heat transfer studies. Among these authors, only Guo et al.* have calibrated their experimental 

system by running single phase heat transfer experiments with de-ionized water. Their heat transfer 

results matched well with prediction from Dittus-Boelter Nusselt number correlation with largest 

error less than ±10%. For this paper, validation experiments with high pressure air were conducted 

to establish the baseline confidence interval for the sCO2 tests and the data reduction procedure. 
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For testing air heat transfer, the loop was converted to open loop configuration by disconnecting 

the circulating pump and connecting high pressure air from a compressor with other open end 

acting as exhaust for the air. Reynolds number tested for these air validation cases are between 

20,000 and 50,000. Additionally, similar Reynolds numbers were also tested at two different heat 

fluxes to show validity of heat transfer results. This is listed in Table 6.1 for Reynolds number of 

32,000 where the two heat fluxes tested are 15 and 46kW/m2. Even at different heat fluxes, Nusselt 

numbers are within good agreement of Nusselt number obtained from Gnielinsky correlation as 

well as with each other. Overall, for all air tests, the Nusselt number calculated from experiments 

fit well with predicted Nusselt numbers from Gnielinksy conventional correlations. This is shown 

in Figure 89. The largest error between the predicted Nusselt numbers and calculated values was 

less than ±4% for the range of Reynolds number tested. 

Due to the unconventional nature of the experimental setup described here, it is important 

to validate the correctness of experimental results and data reduction process obtained from this 

setup. A similar experimental setup with electrically heated surface and data reduction with 

measurement of external surface thermocouples have been presented by several authors for sCO2 

heat transfer studies. Among these authors, only Guo et al.* have calibrated their experimental 

system by running single phase heat transfer experiments with de-ionized water. Their heat transfer 

results matched well with prediction from Dittus-Boelter Nusselt number correlation with largest 

error less than ±10%. For this paper, validation experiments with high pressure air were conducted 

to establish the baseline confidence interval for the sCO2 tests and the data reduction procedure. 

For testing air heat transfer, the loop was converted to open loop configuration by disconnecting 

circulating pump and connecting high pressure air from a compressor with other open end acting 

as exhaust for the air. Reynolds number tested for these air validation cases are between 20,000 
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and 50,000. Additionally, similar Reynolds numbers were also tested at two different heat fluxes 

to show the validity of heat transfer results. This is listed in Table 19 for Reynolds number of 

32,000 where the two heat fluxes tested are 15 and 46kW/m2. Even at different heat fluxes, Nusselt 

numbers are within good agreement of Nusselt numbers obtained from Gnielinsky correlation as 

well as with each other. Overall, for all air tests, the Nusselt number calculated from experiments 

fit well with predicted Nusselt numbers from Gnielinksy conventional correlations. This is shown 

in Figure 89. The largest error between the predicted Nusselt numbers and calculated values was 

less than ±4% for the range of Reynolds number tested. 

 

Figure 89: Results of air validation cases. Maximum deviation observed was less than 4% from 
Gnielinski correlation 
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Table 19: Validation results using air heat transfer experiments 

Reynolds number Heat flux 

 

Nu_expt Nu_Gn Deviation 

20581 13 56 54 -3% 

26452 16 66 65 -1% 

32693 15 77 77 0% 

32470 46 76 77 1% 

38213 45 85 87 3% 

49544 27 103 106 3% 

 

6.6 Results and Discussion: ½” Stainless steel test section 

All tests performed under this study are with bulk flow inlet temperature higher than 100oC. 

Testing parameters are listed in Table 20.  For all cases, temperatures at right wall and left wall 

surfaces are found to be same. Henceforth, all the results for right and left wall are plotted as a 

common location called side wall. Nusselt number is used as the basis to evaluate and compare 

amount of heat transfer at different locations and at different testing conditions. A local calculation 

domain for Nusselt number is shown in Figure 87 showing 90o sector of circumference of the tube. 

The domain also shows major heat transfer pathways. Gnielinski correlation is used to obtain 

Nusselt number from bulk flow properties to compare with experimental Nusselt number 

calculated at wall. 

Table 20: Experimental parameters for testing with 1/2" Stainless steel tube 

Parameter Experimental testing 
range 

Tube I.D. 9.4 mm 
Inlet pressure 85-205 bar 
Inlet temperature 100-432oC 
Heat flux 47kW/m2 
Mass flux 180 kg/m2s 
Reynolds number 50,000-140,400 
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6.7 Repeatability and steadiness of testing 

Test to test repeatability is verified by performing tests at 90 bar and varying inlet 

temperatures of 110, 120, 130,140oC. Each test is repeated for three different days. Results of 

repeatability tests are shown in Figure 90. During these tests, maximum deviation found for mass 

flow rate was within 0.1%, for inlet pressure within 0.3% of average value. Inlet temperature was 

repeated within 0.6oC. Figure 90 also shows plot of temperatures measured on external wall 

showing good repeatability. 

\

 

Figure 90: Repeatability tests results 
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Figure 91: Steadiness of testing for steady state data acquisition 

Heat transfer calculations presented in this work are for steady state results. Hence it is 

important to check the steadiness of testing. Figure 91 shows steady state data of two tests run at 

two different conditions. For test at lower pressure of 85 bar, the maximum deviation from the 

average value of pressure was within 0.3% while mass flow rate maximum deviation was within 

2.2% of its average value. Inlet temperature was within 0.49oC from its average value. For the test 

at higher pressure of 204 bar, the maximum deviation from the average value of pressure was 

within 0.4%, while the mass flow rate maximum deviation was within 0.8% of its average value. 

Inlet temperature was within 0.15oC from its average value. This shows that the experiments 

reached proper steady-state so as to obtain steady-state heat transfer results.  
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6.8 Effects of varying pressure 

To study effect of pressure on heat transfer away from critical point, experiments are 

performed at 85 bar, 90 bar and 100 bar with the same testing conditions. Bulk flow inlet 

temperature is kept constant for three tests at 100oC with a constant mass flux of 180 kg/m2s and 

heat flux of 47 kW/m2.  For all three inlet pressure cases at 100oC inlet temperature, buoyancy 

effects on heat transfer can be seen from the top and bottom surface differences. Nusselt numbers 

are plotted in Figure 92.  Even at 100oC, away from pseudocritical temperature, the observed 

difference between top and bottom wall Nusselt number is 17-20%. This shows that buoyancy 

effects on heat transfer cannot be neglected at such conditions. However, values of Nusselt 

numbers at all wall locations are comparable to each other for the three cases as seen from local 

Nusselt numbers and average Nusselt numbers as seen from Figure 92. This shows the minimal 

effect of pressure on heat transfer at conditions tested. This is mainly because buoyancy effects 

are driven by the density difference between the bulk flow. Density variation away from the critical 

point is more affected by temperature change compared to pressure change. However, a slight 

increase in buoyancy effects at higher pressure is due to the slightly higher values of density 

difference at higher pressure.  
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Figure 92: Axial Nusselt number plots to show effect of pressure on heat transfer: (a)Pin = 85bar, 

(b) Pin =90bar, (c) Pin = 100bar, (d) Average Nu plotted against pressure for for cases shown in (a), 

(b) and (c) 

 

6.9 Effects of varying inlet temperature 

To study effect of temperature on heat transfer away from critical point, experiments are 

performed at 85 bar inlet pressure at varying inlet temperature from 100oC to 340oC with the same 
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testing conditions. Mass flux of 180 kg/m2s and heat flux of 47 kW/m2 is kept constant for all cases 

to isolate effects of varying sCO2 flow temperature.  An additional CFD case with 400oC inlet 

temperature is also presented here since the experiment could not be performed above 340oC inlet 

temperature due to wall temperature increasing above the operating temperature limit of stainless 

steel (538oC) at the fixed mass flux and heat flux.  Figure 93 shows a plot of experimental Nusselt 

numbers for three different inlet temperature cases along with Nusselt numbers calculated using 

Gnielinski correlation (Gn) using bulk properties. Nusselt numbers shown in subfigures (a), (b) 

and (c) are calculated locally at top, bottom, and sidewall surface at each thermocouple station. 

Due to circumferential variation in surface temperature, the Nusselt number at a thermocouple 

station varies from top to bottom location. As expected for the heated horizontal tube with sCO2 

flow, highest Nusselt numbers are obtained at the bottom surface, and the lowest Nusselt numbers 

are observed at the top surface.  This is according to the theory of the formation of natural 

convection currents that flowing from bottom to top surface, resulting in the highest heat transfer 

at bottom surface.  

 

 

 

 



153 
 

 

Figure 93: Experimental Nusselt number plotted against inlet bulk temperature showing 

diminishing effects of buoyancy effects on heat transfer (Error bars are ±10% of NuGn) 
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Figure 94: Experimentally measured external wall temperatures and calculated bulk flow 

temperature for lowest and highest inlet temperature cases 

Interestingly for the temperature range studied, the experimental Nusselt number at 

sidewalls are the same as Gnielinski Nusselt numbers (maximum deviation of ±2.6%) and the same 

as the average of top and bottom Nusselt numbers too.  Hence for the cases presented here, the 

following holds true: 

𝑁𝑁𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  
𝑁𝑁𝑁𝑁𝑇𝑇𝑇𝑇𝑇𝑇  + 𝑁𝑁𝑁𝑁𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵

2 ≈  𝑁𝑁𝑁𝑁𝐺𝐺𝐺𝐺 

As the inlet temperature increases, circumferential variation in temperature decreases. This 

can be seen from Figure 94, and its effect on Nusselt number can be seen in Figure 93 where the 

difference between top and bottom Nusselt number decrease. The difference between Nusselt 

number for top and bottom surface along with temperature difference is also listed in Table 21, 

showing diminishing effects of buoyancy formation. For 400oC inlet temperature case results 

obtained from CFD at 85 bar inlet pressure, the formation of buoyancy forces is negligible as the 
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circumferential variation in temperature was obtained within 1.1oC.  Hence it can be concluded, 

for the conditions presented here and at temperatures even higher than presented here, buoyancy 

forces formation will be absent, and the sCO2 will have ideal gas-like behavior. 

Table 21: Effects of temperature on sCO2 heat transfer at constant pressure: Diminishing effects 
of buoyancy on heat transfer 

Tin [oC] 𝑵𝑵𝑵𝑵𝑻𝑻𝑻𝑻𝑻𝑻− 𝑵𝑵𝑵𝑵𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩
𝑵𝑵𝑵𝑵𝒂𝒂𝒂𝒂𝒂𝒂

  Ttop-Tbottom [oC] 

100 17% 13.6 
120 16% 12.8 
140 15% 12.0 
200 10% 7.7 
265 6% 4.8 
300 6% 4.7 
340 4% 3.1 
400 (CFD) 1% 1.1 

 

6.10 High Re cases at higher pressure and temperature 

Experiments are performed to investigate the effects of buoyancy on heat transfer at a high 

Reynolds number at higher pressure and temperature. These conditions are based on the 

temperatures and pressures proposed for a sCO2 primary heat exchanger designed for the DOE 

STEP Facility. However, the maximum temperature limit of 700oC proposed for the STEP heat 

exchanger is not tested for stainless steel and will be presented in the upcoming section for the 

Inconel tube. For ½” stainless steel tube, 2.04 kg/min mass flow rate is run at two different 

conditions as shown in Figure 95 to reach Reynolds numbers of 140,400 and 136,400. These tests 

serve as preliminary testing for heating/cooling requirements for experiments with 1/8” tube. 

Because the same mass flow rate is also required to reach 750,000 Reynolds number for 1/8” tube 

(Inconel 800H tube experiments). These two tests are performed to check if we have sufficient 

heating and cooling requirements for testing with 1/8” Inconel tube.  
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At higher Reynolds number, Nusselt numbers at every circumferential location falls within 

7% of Gnielinski Nusselt number. Average deviation between top and bottom surface Nusselt 

numbers was also within 4%, indicating diminished effects due to gravity. This agrees with the 

fact that the effect of forced convection increases with increasing Reynolds number while the heat 

flux is constant.  

6.11 Conjugate CFD study to complement experimental results 

Experimental results are also compared with numerical results. A conjugate CFD setup is 

used modeling stainless steel solid domain as well as sCO2 flow domain. Boundary conditions at 

inlet are the same as experimentally obtained inlet condition. Heat generation to the test section is 

same as experiments. Heat loss on the outer surface utilizes heat loss coefficient as obtained from 

heat loss test. This heat loss coefficient is given as an input function of temperature. Various 

Turbulence Models were initially explored. Results from all CFD models are shown in Figure 96. 

Results are highly sensitive to the class of turbulence model used. SST-kω model showed the best 

performance across the range of experimental conditions.  

 

Figure 95: High Reynolds number cases at high temperatures 
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Figure 96: Turbulence models performance assessment: Comparison with experimental 
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Figure 97: Surface Temperature Distributions: Measured vs CFD 

Figure 97 shows plots of measured external surface temperatures vs values obtained from 

CFD. The SST model shows excellent agreement with experimentally measured temperatures. 

Diminishing effects of buoyancy can also be seen from these plots at elevated inlet temperatures. 

Temperature spreads at subsequent axial locations are seen to reduce due to an increase in bulk 

temperature and a decrease in bulk density. For the 400oC inlet case, all axial locations read 

temperatures within 1.1oC. Figures 98-101 show contour plots of temperature and density obtained 

from CFD. Temperature distribution at several axial locations along the heated length for 85 bar, 
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100oC inlet case is shown in Figure 98, whereas Figure 99 shows density contours at same axial 

locations. These contours show variation in temperature and hence the variation in density due to 

the effects of buoyancy. Higher density can be seen near the bottom surface, and lower density can 

be seen at the top surface because of lower density fluid moving from bottom to top. However, 

along the heated surface, buoyancy effects seem to decrease due to an increase in bulk temperature 

and decrease in density, and a more uniform temperature distribution is obtained.  

 

Figure 98: Temperature distributions – 85 bar, 100oC Inlet Temperature 
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Figure 99: Density distributions – 85 bar, 100oC Inlet Temperature 

 

Figure 100: Temperature distributions at station 9 – Varying Inlet Temperature 
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Figure 101: Density distributions at station 9 – Varying Inlet Temperature 

Figures 100 and 101 show effects of varying inlet temperature cases at constant pressure, 

heat flux and mass flux. Contour plots are shown at section with L/D = 78. With increase in 

temperature distribution get more uniform. At 100oC inlet case, there is non-uniform temperature 

distribution. For 400oC inlet case, the contour looks almost uniform with no radial variation in 

temperature. This temperature distribution affects density distribution adversely where 

temperature is higher, density is lower and vice versa. That is why at 400oC, it can be concluded 

that buoyancy forces formation is almost absent. This matches very well with conclusions drawn 

from experimental results. 

6.12 Results and Discussion: ½” Stainless steel test section inclined flow 

In addition to testing horizontal tube, a separate experimental rig is fabricated to test heat 

transfer at various inclinations and directions. This inclined rig shares similar features as 

previously mentioned high temperature rig except the flow circulation pump used in this rig is a 
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gear pump from Micropump. Due to this pump’s limitation, maximum pressure that can be tested 

in this rig is limited to 100 bar. Thermocouples used for surface measurements are T-type hence 

the temperature limit is 200oC. Thermocouples are instrumented in the same manner at 90o interval 

at top, bottom, and sidewalls. The schematic of the rig along with a photograph is shown in Figure 

102. 

 

Figure 102: Schematic of inclined heat transfer rig (left) shown with photograph 

Results of an experimental case are shown in Figure 103. Inlet pressure is maintained near 

80 bar and inlet temperature is maintained near 39oC, which is very close to pseudocritical 

temperature of CO2 at 80 bar. Horizontal and inclination of 45o with upward and downward 

direction is considered here. An increase in overall heat transfer as the flow direction changes from 

upward to downwards is observed which can be seen from values of Nusselt numbers. Higher heat 

transfer is expected in downward direction flow in the presence of buoyancy effects. Heat transfer 

at the wall is directly related to variation in the generation of wall shear stress. For upward direction 
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flow, buoyancy forces are opposing wall shear stress, decreasing turbulence hence in result 

decreasing heat transfer.  On the other hand, buoyancy forces increase wall shear stress for 

downward direction flow, generating increased turbulence and hence increasing heat transfer at 

the wall. 

 

Figure 103: Effects of flow direction and inclination for 45o inclination case 

6.13 Results and Discussion: 1/8” Inconel test section 

The main high temperature and high pressure heat transfer loop are modified to test 

temperatures above 540oC (operating temperature of stainless steel) with 1/8” Inconel tube. An 

additional cooler is added downstream of the test section to bring the temperature down from 

700oC o 540oC. On the test section, only top and bottom surface thermocouples are welded due to 

limited space on the outer surface of 1/8” tube. Weld quality is better than welding on Stainless 

steel tubing since both TCs and Inconel tubing has Nickel as major alloy component. The rest of 

the loop is the same as described previously. Air tests were performed to check the quality of welds 

and in-situ bias correction.  
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Figure 104: Schematic (left) of the experimental loop after implementing 1/8” Inconel tube (I.D. 
= 1.75 mm) to test temperatures higher than 540oC. Welded K-type thermocouples on 

 

Figure 105: Steadiness of testing with 1/8” Inconel tube 

The steadiness of testing is ensured for this test section too. Max Pressure fluctuations are 

observed within 0.2% of mean value, max temperature fluctuations are 0.39oC, and maximum 

mass flow rate fluctuations were 1.6% of the mean value. These are plotted against time in Figure 

105. 
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Figure 106: Nusselt number plot for 1/8” 

Table 22: Experimental conditions for test with 1/8" Inconel tube (I.D. = 1.75 mm) 

Parameter Conditions 

Inlet bulk T 515oC 

Inlet bulk P  201 bar 

Inlet Re 371,850 

Mass flux 7736 kg/m2s 

Heat flux 1235 kW/m2 

Max wall T 690oC 

The setup has been tested at high pressure (200+ bar) and high wall temperature (690oC). 

Table 22 list conditions for the experiments performed. Nusselt numbers obtained from this 

experiment is plotted in Figure 107. sCO2 at these conditions follows ideal gas behavior with 

minimal effects on buoyancy on heat transfer. Nusselt numbers also agree within 5% of Gnielinski 

Nusselt numbers. For such small diameter and such high Reynolds number, even with high values 

of heat fluxes, buoyancy effects are found negligible at high temperature. 
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Figure 107: Nusselt number plot for 1/8” Inconel tube testing (I.D. = 1.75 mm) 

Conclusions: 

• A unique and versatile testing facility for study of sCO2 flow and heat transfer (and 

leakage) has been created. 

• Comparisons with existing correlations performed over a large range of parameters – a lot 

more being planned internally. 

• The rigs are being used or to be used for  

(1) turbine internal cooling (limited, with SwRI as Lead),  

(2) compressor cascade test with improved leading edge (from SETO),  

(3) topology-optimized, additively manufactured Rec Heat Exchanger (with Siemens 

Technology as lead, from ARPA-E,  

(4) high-accuracy PIV (for ONR). 
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• Unrelated to the Rig or this project:  

sCO2 cycle options (with corresponding PHX) for industry sector WHR (with Sandia 

Labs) 

• (restricted) application to Hypersonic thermal management & harvesting 
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CHAPTER 7: TRANSPORT PROPERTIES FOR sCO2 COMBUSTION USING 

MOLECULAR DYNAMIC SIMULATIONS 

The goal of this task is to provide transport properties of real gas. Diffusion coefficients of 

alkanes under high pressure and temperature were performed by MD simulation. Since such 

properties are difficult to obtain by experiment, MD simulation provides valuable parameters to 

build up a real gas transport properties database.  

7.1 Introduction 

Computing species diffusivity 𝐷𝐷𝑘𝑘 in a combustion, simulation is computationally expensive, 

especially if many species are involved [242]. Therefore, Lewis number is assumed unity (𝐿𝐿𝐿𝐿 =

1)  i.e.  “the species diffuses at same rate as heat” in majority of the combustion models and 

simulations [247-250]. This assumption is proven to be valid under some cases [243]. However, 

studies show that this assumption is not substantial at supercritical conditions. A direct numerical 

simulation (DNS) of [251], as shown in Fig. 108 shows that the species-specific effective 𝐿𝐿𝐿𝐿 is 

much larger than unity in the shear layer and varies between -0.1 to 1.5. Also, the DNS work of 

[252] as shown in Fig. 109-B concludes that assuming 𝐿𝐿𝐿𝐿 = 1 for all species predicts temperatures 

up to 250 K higher than the physically realistic multi-component model.    
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Figure 108: The Lewis number variation in the shear layer of supercritical combustion (DNS 
simulation of [251]). 
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Figure 109-A: The figure shows a comparison between the results obtained with MD versus C-E 

theory, demonstrating a significant discrepancy between the two approaches when used in 

dodecane combustion [253]. 

 

Figure 109-B: temperature profiles predicted by LESLIE with mixture-averaged diffusion and 

with constant Lewis number = 1 at different time instants (DNS work of Bruno, et al. [252]) 

Inspite of its complexity, a few high-fidelity simulations consider species diffusion models 

either through multi-component diffusion or mixture averaged diffusion models. However, these 

models are applicable under low pressure conditions only as these diffusion coefficient 

formulations are based on ideal gas kinetic theory [254]. For most of the combustion codes, the 

molecular properties of the species are provided as a transport database which contains the 

information of geometric configuration, Lennard-Jones (L-J) potential well depth 𝜀𝜀 𝑘𝑘𝐵𝐵⁄ , L-J 

diameter 𝜎𝜎, dipole moment 𝜇𝜇, polarizability 𝛼𝛼 of the species. Hirschfelder et. al. [255] followed 

the Chapman–Enskog (C-E) approach, combined with the Lennard–Jones (L-J) intermolecular 

potential function, and suggested the Hirschfelder–Bird–Spotz (HBS) equation for mutual mass 

diffusion coefficients, and this method is extensively employed in combustion simulations [254]. 

However, its validity is limited to low-density gases with the assumption of spherical interactions 

between molecules.   At supercritical conditions, the molecular structure and intermolecular 
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forces like ‘repulsion’, and ‘attraction’ due to molecular force field are prominent and molecular 

dynamic (MD) approaches account for them while computing transport properties. The work of 

[253] shows a significant difference in the estimation of flame strain and temperature profile when 

MD and C-E diffusion approaches are used. It is also quantified here that 10% differences in 

diffusion coefficients of dodecane flame can cause up to 50 K difference in ignition temperature 

as shown in Fig. 109-A.  

Thus, it is vital to investigate the influence of the crucial molecular transport phenomena at 

supercritical CO2 conditions. In this work, a canonical supercritical CO2 flame will be simulated 

by using real gas thermal and transport properties, and the sensitivity of binary diffusion 

coefficients on the flame characteristics will be studied in detail. Further, the binary diffusion 

coefficients of important molecular systems under supercritical CO2 conditions will be identified 

by high-fidelity molecular dynamic simulations using periodical boundary conditions and an all-

atom force field known as the Transferable Potential for Phase Equilibria (TraPPE). Pure systems 

will be used to validate the force field parameters. The binary and multicomponent mixtures will 

be prepared by placing the molecules randomly inside periodic boxes, sampling the composition 

and density range of interest. After 200 ps of initial heating and equilibration, MD production runs 

of 10 ns in the NVT ensemble will be performed by coupling to an external bath through the 

Berendsen thermostat. The data obtained will be used to predict the self-diffusion coefficient, 

which is based on the mass current of a single target molecule and is calculated from the linear 

part of the mean-square displacement of the centers of mass of the molecules according to the 

Einstein and Smoluchowski relations. 
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7.2 Develop real gas binary diffusion coefficients data for supercritical 

CO2 combustion modeling 

Diffusion coefficients data of CH4/CO2 and C2H6/CO2 system under 500 K to 2,000 K and 

100 atm to 1,000 atm were obtained by MD simulation. United-atom force field Transferable 

Potential for Phase Equilibria (TraPPE) was applied in our simulation. Particles are randomly 

inserted by Packmol. 200 ps simulation run was performed for initial equilibration. 5 ns in the 

NVT ensemble (constant volume and temperature) was performed coupled by external bath 

through Nose-Hoover thermostat, followed by 5 ns in the NVE ensemble (constant volume and 

energy). All the analyses were done in the NVE ensemble.  To validate our simulation results, 

CH4/CO2 system at lower temperature and pressure was performed to compare with experimental 

results at 14.7 MPa and 300 K to 340 K [1]. Mean-squared displacement (MSD) of the groups of 

atoms was evaluated. The slope of the MSD versus time is proportional to the diffusion coefficient 

of the diffusing atoms. Figure 110 shows the MD simulation results. Increased pressure depresses 

diffusion coefficient. The temperature increase will increase the diffusion coefficient. CH4 and 

C2H6 have similar behavior at high temperatures. 
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Figure 110: Diffusion coefficient of CH4/CO2 (above) and C2H6/CO2 (below) 
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7.3 Influence of binary diffusion coefficients on counterflow flame 

Figure 111 shows the comparison between binary diffusion coefficients computed by using 

MD simulations and by ideal gas kinetic theory for the CH4-CO2 system at various pressure and 

temperatures. The figure illustrates that there is a significant deviation between ideal gas kinetic 

theory and MD in terms of predicting the diffusion coefficients. Interestingly, the difference 

between ideal gas kinetic theory and the MD simulations is increasing with respect to temperature. 

At 2000 K and 420 bar, the difference is up to ~380%. Figure 112 shows the sensitivity of 300% 

change in diffusion coefficient on the supercritical CO2 counterflow flame [246, 256, 257] 

structure. The peak temperature is increased by ~150 K due to an increase in the diffusion 

coefficient. This difference is significant from the view of combustor design.  

 

Figure 111: Comparison between binary diffusion coefficients computed by using MD 

simulations and by ideal gas kinetic theory for CH4-CO2 system at various pressure and 

temperatures. 
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Figure 112: Sensitivity of diffusion coefficient on supercritical CO2 counter-flow flame 

structure 

7.4 Conclusions 

It is observed that real gas effects are very prominent in diffusion characteristics of a gaseous 

mixture at supercritical conditions due to intermolecular attractive or repulsive forces. It is seen 

that binary diffusion coefficients of CH4 and CO2 estimated with molecular dynamic simulations 

are almost three times higher than the diffusion coefficients estimated with ideal gas kinetic theory. 

This order of difference has a huge impact (150K peak flame temperature difference) on a 

counterflow flame.  
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CHAPTER 8: STEADY-STATE JET FLOW MEASUREMENTS FOR CFD 

In the present task, CH4 was injected into supercritical CO2. The tests covered pressures up 

to 200 bar. Achieving realistic initial thermodynamic conditions was difficult in the lab scale test. 

The focus was high pressure and above the supercritical temperature of CO2 (31.10 C). Pressurized 

CO2 was stationary, and a CH4 jet was injected through an injector. Injecting jets of different 

species into the supercritical state of CO2 will lead to an improved understanding of the fluids’ 

behaviors at high pressure. The results from the experiments will provide validation for CFD 

transport models developed in task 7.0 and existing supercritical thermal property models by 

comparing velocity profiles, concentration profiles, temperature profiles, and jet characteristics. 

This task will utilize a static chamber as well as a shock tube to accumulate a range of pressures 

and temperatures. The following three types of measurements will be conducted: 

8.1 Shadow imaging of supercritical methane jet in sCO2 environment 

The focus of this task is to observe the flow structures of the jets injected into sCO2. A high-speed 

camera was implemented, which obtains the images. The schlieren image helped visualize the 

density gradients around the jet across the diagonal of optical access. At uniform fluid temperature 

condition, there will be light refraction, and shadow of the jet in the form of image is obtained due 

to the injection of lower dense CH4 into the higher density CO2. The actual density distribution 

was obtained, and the structure of the jet was analyzed by post-image processing. Jet diverging 

angle was estimated at a supercritical condition.  

Industries are attracted towards gaining higher thermal efficiencies at high pressure in 

applications such as gas turbine, rocket engines [258]. Nevertheless, pressure values are reaching 

beyond the critical values for obtaining higher thermal efficiencies. The phenomena to obtain 
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higher thermal efficiencies can be better understood through knowledge of jet spreading [259]. Jet 

growth elucidates the mixing and development of jets [260]. However, it is challenging to 

understand the jet spreading by building such a high-pressure environment. The present study 

demonstrated and explicated jet structure and jet growth in such an environment at targeted 

pressures and temperatures.  A constant volume chamber with two 3” diameter sapphire windows 

that can withstand up to 600 bar was used. A heating jacket surrounded the constant volume 

chamber to control initial temperature  0.105 m length and 0.0007 m  diameter of injector was 

used. The injector length was decided by the length of the fully developed flow. A high-pressure 

solenoid valve was used to control the jet opening time. Schlieren image was used to capture CH4 

jet image with a high-speed camera (Phantom v12.1). The images were captured with a resolution 

of 512X512 at a rate of 5,000fps and 10,000 fps. LabVIEW controlled the high-speed camera and 

solenoid valve. A white LED with an iris was used as a pinned light source for the schlieren image 

setup. Three optics were used to generate a collimated beam and focus the collimated beam. A 

knife-edge was placed at the focal point. An air-driven gas booster (Maximator, DLE 15-1-2) was 

used to pressurize CO2 and CH4. Two pressure transducers were installed to measure chamber 

pressure and manifold pressure. Since one of the roles of the manifold is a storage of CH4 to inject 

into the chamber, the manifold pressure is referred to as injector pressure.  

Before introducing CO2 in the chamber, the chamber was vacuumed at less than 0.1 psi. With the 

gas booster, CO2 is pressurized up to 200 bar in the chamber. After stabilized CO2 in the chamber, 

CO2 in the manifold was exhausted and vacuumed less than 0.1 psi. After vacuuming the manifold, 

CH4 was introduced in the manifold with the gas booster until desired pressure. It needed 5min to 

stabilize CH4 in the manifold. After 5min, CH4 was injected into the chamber.  Figure 113 shows 

an image of the jet configuration along with time. Since there was the same pressure of CO2 with 
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the chamber in the injector after the solenoid valve, CH4 needed time to come out of the injector. 

However, it was hard to determine the timing when CH4 came out of the injector with the Schlieren 

image. To decide the time. 3.39um laser, which is absorbed in C-H, was used. Figure 114 shows 

3.39 um laser history. Before CH4 came out, the laser signal was constant, but when the CH4 passed 

the laser path, the signal was dropped. The dropped signal could show the time of coming out of 

CH4. To measure jet angle, image post-processing is needed. Post processing included removing 

the background, detecting jet edges, and calculating the angle using linear fit with detected jet 

edges. The post processing is shown in Figure 115. After the post processing, the jet angle was 

measured along with time.  

 

Figure 113: CH4 injection in to sCO2 bar 
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Figure 114: Detection of methane with 3.39 um laser 

 

Figure 115: Post processing for jet analysis 

Figure 117 [261] represents a variation of jet divergence for density ratios higher than 1. The 

experimental data (red squares) were graphed at pressure ranges 50 bar to 200 bar and temperature 

of 353 K. The result follows the trend explained by Abramovich's theory for turbulent jets [262].  
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The jet spreading increases as the density ratio increases which ultimately improves the jet mixing 

and entrainment of fluid. 

 

Figure 116: Variation of jet spreading for density ratios. Experimental data shown in Red square 

symbol 

8.2  Planar laser-induced fluorescence measurements 

Planar LED-induced fluorescence (P-LED-IF) measurements were completed in 

this task to obtain species information in a plane across a jet. Using species concentration 

measurements, differences in mixing characteristics between subcritical and supercritical jets were 

observed. Normalized distribution of concentrations on the laser plane is useful information to 

validate numerical models on molecular diffusion and turbulent mixing. CFD models will be 

validated by mixing jet concentration profiles obtained in this task. PLIF imaging is one of the 
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promising methods for visualization of flow field because PLIF is sensitive to species composition, 

temperature, number density, and velocity [263, 264]. Watson et al. [265] used a 390 nm laser to 

capture the carbon-hydrogen (C-H) bond in lifted jet diffusion methane-air flame at atmospheric 

conditions. DeSouza et al. [266] studied sub- and supercritical N2 jet with 355nm laser.  

For this task, a constant volume chamber is used. Since there is no information about the offset of 

the wavelength of a required wavelength of CH in high pressure, LED, which has a variety of 

wavelengths, was chosen. A LED is centered at 395nm ± 10 nm FWHM (Full Width at Half 

Maximum). In this setup, a planar LED was used to investigate jet configuration instead of the 

white LED. Since 390 nm excites only CH, 3.39 µm laser does not need to detect CH coming out 

the injector.  Figure 118 shows the P-LED-IF of natural gas injection in a near sCO2 environment. 

Natural gas consists of 92.9% of CH4, 4.8% of C2H6, 1.5% of C3H8, and 0.8% of C4H10. As shown 

in Figure 112, before the injection, anything excited with the LED. After opening the injector, 

natural gas came out near sCO2, and CH was excited by the LED and could capture emitted CH 

jet. 

 

Figure 117: CH P-LED-IF through natural gas injection in CO2 
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8.3 Laser absorption measurements 

Measuring laser absorption of CH4 in CO2 at the pressure of above 100 bar was the goal of 

this task. Measuring absorption provided line-of-sight averaged concentration information at the 

laser probe beam. This subtask was conducted inside the constant volume chamber with two 

optical accesses. 

The measured absorption cross-section can be used to determine the concentration of CH4 in a 

high diluted CO2 environment. Studies of absorption cross-section of CH4 in low pressure are 

sufficient. Koroglu et al. [267] measured the CH4 absorption cross-section in high diluted CO2 at 

a high temperature but low pressure with a shock tube facility. Pyun et al. [268] measured CH4 

absorption cross-section up to 5.5 atm.  There is no study about the absorption cross-section of 

CH4 in high pressure, especially in sCO2 conditions. This task took the absorption cross-section 

of CH4 from atmospheric to 100 bar with high diluted CO2. 

For Subtask 8.3, a constant volume chamber with two 2” diameter sapphire windows that can 

withstand up to 140 bar. The chamber was seated inside a furnace to create homogeneous mixtures. 

Two detectors, one is for reference signal, and the other one is for transmitted signal, and 3.39 um 

laser was used to measure absorbance cross-section. Figure 3 shows the absorbance cross-section 

of CH4 with 3.39 µm laser and simulation with HITRAN.  Vary concentrations of CH4, 0.1% 

~0.8% were used to measure absorbance cross-section. The measurement data is in good 

agreement with simulation data.  
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Figure 118: Absorbance cross-section of CH4 in CO2 

8.4 Conclusions 

Supercritical methane is injected into CO2 environment at 70 - 200 bar, and jet flow is 

characterized by shadowgraphy and image processing. Also, LED-IF measurements are performed 

to investigate the mixing characteristics of methane jets. Further, laser absorption measurements 

are performed to experimentally verify the absorbance cross-section of CH4.  
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APPENDIX 1 THERMAL AND TRANSPORT PROPERTIES FOR SCO2 

The direct-fired supercritical CO2 (sCO2) cycle is currently considered as a zero-emission power 

generation concept. It is of interest to know how to optimize various components of this cycle 

using computational tools, however, a comprehensive effort on this area is currently lacking. In 

this work, the behavior of thermal properties of sCO2 combustion at various reaction stages has 

been investigated by coupling real gas CHEMKIN (CHEMKIN-RG) [1] with an in-house 

Premixed Conditional Moment Closure (PCMC) code [2] and the high-pressure Aramco-2.0 

kinetic mechanism. Also, the necessary fundamental information for sCO2 combustion modelling 

is reviewed.  

The Soave-Redlich-Kwong equation of state (SRK EOS) is identified as the most accurate EOS to 

predict the thermal states at all turbulence levels. Also, a model for the compression factor 𝑍𝑍 is 

proposed for sCO2 combustors, which is a function of mixture inlet conditions and the reaction 

progress variable. This empirical model is validated between the operating conditions 250-300 bar, 

inlet temperatures of 800-1200 K and within the current designed inlet mole fractions and the 

accuracy is estimated to be less than 0.5% different from the exact relation. For sCO2 operating 

conditions the compression factor 𝑍𝑍 always decreases as the reaction progresses and this leads to 

the static pressure loss between inlet and exit of the sCO2 combustor.  

Further, the Lucas et al. and Stiel and Thodos methods are identified as best suitable models for 

predicting the viscosity and thermal conductivity of the sCO2 combustion mixtures.  
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NOMENCLATURE 

 

A*        dimensionless form of ‘a’ for mixture 

A1-A10     model constants for 𝑍𝑍 

B*        dimensionless form of ‘b’ for mixture 

BKW      Becker-Kistiakowsky-Wilson 

CHEMKIN-RG   CHEMKIN for real gases [269] 

CMC      Conditional Moment Closure 

EOS       equation of state 

LJ        Lennard-Jones model 

NA       Nobel-Abel equation of state 

N        turbulent dissipation rate 

NIST  National Institute of Standards and Technology 

P        pressure 

Pc        critical pressure (dyne/cm2) 

PRS       Peng-Robinson Equation of state 

PCMC                   Premixed Conditional Moment Closure  

                                  code [270] 
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R        universal gas constant (ergs/mole·K) 

𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚       gas constant of the mixture (kJ/Kg-K) 

RPV       reaction progress variable 

RK        Redlich-Kwong Equation of state 

SRK       Soave-Redlich-Kwong Equation of state 

T        temperature  

a mixture ‘a’ (dyne·cm4/mole2) 

b volume correction term in cubic equations of state (cm3/mole) 

bm  mixture ‘b’ (cm3/mole) 

𝑓𝑓𝜔𝜔        function of ascentric factor 

HP        high-pressure 

LP       low pressure 

𝑛𝑛𝑠𝑠        process index 

𝑆𝑆𝑐𝑐        source term (1/s) 

sCO2      supercritical CO2 

sO2       supercritical O2 

vdW       van der Waals Equation of state 
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u         a constant in the cubic equations of 

state 

𝑤𝑤        a constant in the cubic equations of 

state 

𝜔𝜔        acentric factor of the species 

𝑋𝑋𝑖𝑖        mole fraction of species ‘i’ 

𝑌𝑌𝑖𝑖        mass fraction of species ‘i’ 

𝑍𝑍        compression factor 

𝛽𝛽𝑃𝑃        isobaric compressibility 

𝛽𝛽𝑇𝑇        isothermal compressibility 

𝜆𝜆𝑖𝑖        thermal conductivity of species ‘i’ 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚       thermal conductivity of the mixture 

𝜇𝜇𝑖𝑖        viscosity of the species ‘i’ 

𝜇𝜇𝑚𝑚𝑚𝑚𝑚𝑚       viscosity of the mixture 

𝜌̅𝜌        density 

𝑁𝑁|ζ       conditioned scalar dissipation  

𝑆̃𝑆𝑐𝑐|𝜁𝜁       conditioned source term for RPV 

𝜔𝜔�̇𝑖𝑖|𝜁𝜁       conditioned reaction rate  
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𝑄𝑄�𝑖𝑖        conditioned mass fraction 

 

INTRODUCTION 

 

The fundamental research and technology development for direct-fired supercritical CO2 (sCO2) 

power plants is gaining the attention of researchers in academic institutions and industries, due to 

its remarkable theoretical promise of efficiency, compactness and eco-friendliness. The current 

state-of-the-art, optimized sCO2 operating conditions (typical mixtures) are 200-300 atm. pressure, 

800-1000 K inlet temperature and 1200-1500 K outlet temperature [271]. These unconventional 

and challenging operating conditions entail the need to review the fundamentals of all engineering 

fields involved in gas turbine power plant combustor technology. At these supercritical operating 

pressures, the mean free path between the molecules reaches to a distance where the intermolecular 

forces becomes prominent [272]. Though, there always exists an attraction or repulsion force 

between the molecules of any fluid, at sub-critical pressures the magnitudes of these forces are 

trivial [273] and do not impact the thermal properties of the fluid. In a supercritical combustion 

environment where there are hundreds of species and radicals, the influence of intermolecular 

forces depends on the proportion of the mixture constituents. Therefore, the rules or models of 

thermal properties which are developed to consider the combined effect of the mixture constituents 

is very important and needs to be identified before a simulation. The thermodynamic behavior of 

supercritical fluids has been well recorded by researchers for applications such as petroleum, food 

processing, pharmaceutical, textile, metallurgical and rockets. There is significant literature 

available on thermal properties, theoretical modelling and advanced numerical simulations [251, 
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274-279] of rocket combustion applications. However, for emerging sCO2 combustion, the 

fundamental thermal quantities such as specific heats, speed of sound, enthalpy, entropy, 

compression factor etc., are not yet accurately quantified. Therefore, the main motivation of this 

work is to provide a quantification of the important thermal properties which are useful in 

calculations of combustion systems. The Equation of State (EOS) is most important in quantifying 

the thermal properties of a system because every thermal property is directly related to pressure, 

temperature and specific volume of that system and the EOS is the relation which connects these 

three parameters. The first and foremost aspect of any supercritical combustion simulation is, 

choosing a suitable the EOS. Therefore, a brief review of EOS’s and the formulations of EOS for 

combustion mixtures are discussed in detail and then, a comprehensive analysis is carried out 

between most popular EOS such as Peng-Robinson (PRS) and Soave-Redlich-Kwong (SRK) at 

various turbulence levels to identify the best suitable EOS for sCO2 combustion simulations.  

In subsequent sections, the importance of compression factor (𝑍𝑍) in sCO2 combustion modelling 

is discussed in detail along with a correlation to model 𝑍𝑍 in 1D combustor analysis is proposed. 

Later, important combustion parameters such as constant pressure specific heat (𝐶𝐶𝑝𝑝), constant 

volume specific heat (𝐶𝐶𝑣𝑣), ratio of specific heats (𝛾𝛾), compression factor (𝑍𝑍), isothermal 

compressibility (𝛽𝛽𝑇𝑇), and process index (𝑛𝑛𝑠𝑠) are quantified.  

Finally, high-pressure viscosity and thermal conductivity models for mixtures and pure-

components are reviewed from literature and the suitable models are identified for sCO2 

combustion simulations based on their accuracy and computational time.  

 

Modelling 
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It is known that, under supercritical conditions the ideal gas assumption will not predict the system 

density correctly due to the existing repulsive or attractive forces between the molecules. These 

intermolecular forces completely alter the thermal and kinetic properties of combustion like 

enthalpy, entropy, reaction rates, etc., therefore, the kinetic tool which is being used for the 

simulation of sCO2 combustion must have the capabilities to calculate the thermal and kinetic 

properties based on the EOS.  The CHEMKIN-RG (extended version of CHEMKIN) is one such 

tool developed by Schmitt, R.G., et al., [269] in 1993 and this tool is coupled with an in-house 

Premixed-Conditional-Moment Closure code (PCMC) [280] for estimating the state related 

thermal properties of sCO2 combustion at different turbulence levels. The PCMC model as shown 

in Eq.1, is a premixed turbulent combustion model which conditions the species mass fractions on 

the reaction progress variable (RPV) and closes the chemical source terms in the enthalpy equation 

with conditioned reaction rates [270]. In other words, the PCMC can estimate all the species mass 

fractions involved in combustion as the reaction progresses from unburnt to fully-burnt conditions, 

at various turbulence levels by solving the second order PCMC ordinary differential equation for 

each species with a two-point boundary value problem solver.  

A high-pressure methane kinetic mechanism, Aramco 2.0 [281], which is validated up to 260 atm. 

pressure in 67% argon dilution and up to 180 atm. in 55% N2 dilution, is used. The mechanism is 

also validated with 90% CO2 diluted, 110 atm., unpublished shock tube auto-ignition data. The 

Aramco mechanism is also compared with the GRI 3.0 [116] and USC [282] mechanisms up to 40 

bar with equivalence ratios up to 3, and found to be better performing again available shock tube 

data [283]. This Aramco 2.0 mechanism, tailored for C1-C2 compounds has 73 species and 426 

reactions.  
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The PCMC equation: 

 

�𝜌̅𝜌𝑁𝑁��𝜁𝜁�𝑄𝑄�𝑖𝑖
′′ − �𝜌̅𝜌𝑆̃𝑆𝑐𝑐�𝜁𝜁� 𝑄𝑄�𝑖𝑖

′ + �𝜌̅𝜌𝜔𝜔�̇𝑖𝑖�𝜁𝜁� =  0                (1) 

 

Here, 𝜌̅𝜌 is the density, 𝑁𝑁�|ζ is the conditioned scalar dissipation (level of small scale turbulence), 

𝑆̃𝑆𝑐𝑐|𝜁𝜁 is the conditioned source term for the RPV Eqn., 𝜔𝜔�̇𝑖𝑖|𝜁𝜁 is the conditioned reaction rate and  

𝑄𝑄�𝑖𝑖 are the conditioned mass fractions and the derivatives are with respect to the RPV [2, 13]. 

 

 

The Equation of state 

 The Equation of state (EOS) is a correlation which describes the relation between pressure 

(P), temperature (T) and density (ρ) of a thermal system. Every fluid or mixture exists under a 

phase i.e., solid, liquid or gaseous vapor, based on the pressure and temperature acting on that 

system. At lower pressures and temperatures, the liquid phase of the system will have a different 

density than the gaseous phase. But, as the pressure and temperature increases, the difference 

between the phase densities decreases and at one combination of pressure and temperature, the 

density of both phases becomes the same and at this point the phase of the system cannot be 

distinguished based on the density. This combination of pressure and temperature is called the 

critical point and any pressure and temperature combination above the critical point is considered 

as supercritical state. A schematic diagram is shown in Fig. 1, to illustrate the critical point of CO2 
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and the operating conditions of sCO2 combustor in that state diagram. In these supercritical states, 

the molecules are pushed very close in such a way that the attractive or repulsive forces between 

the molecules becomes significant. A supercritical fluid has some liquid and some gas properties. 

From molecular theory of collisions, the temperature is nothing but the average kinetic energy of 

the molecules in the system and the pressure is created when these moving molecules collide with 

the boundary of the system. Therefore, when there are significant intermolecular forces at the 

microscopic level the average kinetic energy of the molecules i.e., the temperature of the system 

may increase or decrease and similarly the specific volume of the system may be effected. 

Therefore, a correction factor is needed for temperature and pressure terms in the thermal 

equations. But any thermal property can be determined by two fundamental quantities from the 

pressure, temperature and density. The EOS is the relation which connects these three properties.  

 

  

 

Figure 1: Schematic state diagram of a pure CO2. 



Appendices 193 
 

 

For real gases, the thermodynamic state equation turns into the Eq. 2.   

        𝑃𝑃 = 𝜌𝜌𝜌𝜌𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚𝑇𝑇            (2) 

 

Here, 𝑃𝑃 is pressure (Pa), 𝜌𝜌 is density of mixture (kg/m3), 𝑅𝑅𝑚𝑚𝑚𝑚𝑚𝑚 is gas constant of that mixture 

(kJ/Kg-K), T is temperature (K), 𝑍𝑍 is compression factor or compressibility factor. For ideal gases 

𝑍𝑍  is unity and for real gases it can be either greater or less than one. A 𝑍𝑍 value less than one 

represents the attractive forces and Z greater than one represents the repulsive forces between the 

molecules. In general, the 𝑍𝑍 value is less than one after the critical point because as the molecules 

come closer due to pressure they initially experience attractive forces and after a certain 

combination of pressure and temperature it again becomes greater than one due to the strong 

repulsion of electron clouds over the molecules. Also, the behavior of 𝑍𝑍 varies from species to 

species and especially, in combustion it also depends on inter-species interactions. Therefore, the 

first interesting question to be asked is, whether sCO2 operating conditions are in a zone where the 

molecules are repelling or attracting? This question is answered in the next sections.  

 In a combustion mixture, there exists polar molecules and non-polar molecules. The polar 

molecules are one which will have ionic-charges on their outer atoms (for example H2O) and non-

polar molecules will have neutral charges on the outer atoms (for example CO2 and O2). Therefore, 

to measure the repulsion or attraction forces accurately one may need to have finer molecular 

details.  

 Boyle was the first person to demonstrate the P-T-ρ relation for an ideal gas, but only the 

extensive work of Van der Waals in the late eighteenth century [284] delineated the first 
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approximation of EOS for real gases. The EOS can be broadly categorized into three types, they 

are the virial-type,  molecular-based and van der Wall type EOS [233, 234]. The virial and 

molecular based EOS are highly accurate and complex in their formulations. Therefore, using such 

EOS types in CFD combustion applications is difficult because, the EOS must consider all the 

species involved in the mixture and solve for each cell in the computational domain at each time 

step. The NIST-REFPROP [285] is one such program where complex EOS of such type are used 

to calculate the thermal properties of the fluids and fluid mixtures. The computational 

expensiveness involved in using the NIST for CFD is reported in [286]. However, it must be noted 

that the NIST is considered as the most accurate EOS available. Therefore, it is usual in the 

literature to see the usage of NIST as a reference for EOS validations where experimental data is 

not available. The third category of EOS, i.e., the van der Waals type of EOS are empirical in 

nature and they are the main type used in combustion simulations.  

 Succeeding proposals after van der Waal have largely modified the basic van der Waals 

correlation for better accuracies. The improved van der Waals class equations like Redlich-Kwong 

(RK) [287], Soave-Redlich-Kwong (SRK) [236] and Peng-Robinson EOS (PRS) [235] are the 

most popular EOS for supercritical CFD simulations of Rocket combustion systems [237, 238] 

due to their simple formulation and modest computational cost.  

 The work of Patel [288] proposed a common cubic equation form for RK, SRK and PRS 

EOS as shown in Eq. 3.  

 

𝑃𝑃 =
𝑅𝑅𝑅𝑅

(𝑉𝑉 − 𝑏𝑏)
−

𝑎𝑎(𝑇𝑇)
𝑉𝑉(𝑉𝑉 + 𝑏𝑏) + 𝑐𝑐(𝑉𝑉 − 𝑏𝑏)              (3) 
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 Here, 𝑅𝑅 is the universal gas constant, 𝑎𝑎 is a function of temperature and 𝑏𝑏 and 𝑐𝑐 are 

temperature corrections. The term 𝑎𝑎 represents the temperature correction factor and 𝑏𝑏, 𝑐𝑐 represent 

the corrective factors for volume terms in the equation. When 𝑐𝑐 = 𝑏𝑏, Eq. 3 reduces to the Peng-

Robinson equation and when 𝑐𝑐 =0, it reduces to the Redlich-Kwong or Soave-Redlich-Kwong. 

Also, Eq. 3 can also be represented in a cubic form of  𝑍𝑍 as shown in Eq. 4. The following set of 

important equations are reproduced from the CHEMKIN-RG manual [269]. 

 

𝑍𝑍3 − (1 + 𝐵𝐵∗ − 𝑢𝑢𝐵𝐵∗)Z2 + (𝐴𝐴∗ + 𝑤𝑤𝐵𝐵∗2 − 𝑢𝑢𝐵𝐵∗ − 𝑢𝑢𝐵𝐵∗2)𝑍𝑍 − 𝐴𝐴∗𝐵𝐵∗ − 𝑤𝑤𝐵𝐵∗2 − 𝑤𝑤𝐵𝐵∗3 = 0           (4) 

 

In Eq. 4, the 𝑍𝑍 can be solved analytically and it will have three solutions due to its cubic order. 

Only, when the mixture of interest is subcritical in both pressure and temperature, there are three 

real roots to this equation. Therefore, at subcritical conditions, the correct real 𝑍𝑍 must be identified 

by phase equilibrium procedure and for supercritical conditions the largest real root can be 

considered as the compressibility factor.  

In Eq. 4, the term 𝐴𝐴∗  is non-dimensional attraction term and is equal to 𝑎𝑎𝑚𝑚𝑃𝑃
𝑅𝑅2𝑇𝑇2

 , 𝐵𝐵∗is non-dimensional 

repulsive term and is equal to  𝑏𝑏𝑚𝑚𝑃𝑃
𝑅𝑅𝑅𝑅

. The mixing rules in Eq. 5 and 6 are used to find am and bm.  

 

𝑎𝑎𝑚𝑚 = ��𝑋𝑋𝑖𝑖𝑋𝑋𝑗𝑗(𝑎𝑎𝑖𝑖𝑎𝑎𝑗𝑗)1/2
𝐾𝐾𝐾𝐾

𝑗𝑗=1

− (1 − 𝑘𝑘𝚤𝚤𝚤𝚤����)

𝐾𝐾𝐾𝐾

𝑖𝑖=1

   (5) 
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and, 

 

𝑏𝑏𝑚𝑚 = �𝑋𝑋𝑖𝑖𝑏𝑏𝑖𝑖        (6)
𝐾𝐾𝐾𝐾

𝑖𝑖=1

 

 

Here, the subscript 𝑖𝑖 refers to a species index, 𝑋𝑋𝑖𝑖 represent mole fractions, 𝑎𝑎𝑖𝑖 and 𝑏𝑏𝑖𝑖 are pure species 

properties, and 𝑘𝑘𝑖𝑖𝑖𝑖 are binary-interaction coefficients that are determined empirically.  Although 

empirical in practice, this interaction coefficient is a measure of deviations from the ideal solution 

behavior for interactions between the 𝑖𝑖𝑡𝑡ℎ and 𝑗𝑗𝑡𝑡ℎ components [289]. Thus, its value is 1.0 when 𝑖𝑖 

equal 𝑗𝑗, i.e., for pure fluid interaction and it is nearly 1.0 for component pairs which form nearly 

ideal solutions. Its value differs considerably from 1.0 when the component pair forms highly non-

ideal solutions. Thus, accurate values of 𝑘𝑘𝑖𝑖𝑖𝑖 are required when 𝑖𝑖 or 𝑗𝑗 is a light hydrocarbon or a 

nonhydrocarbon (for example methane with hydrocarbons heavier than n-butane, CO2-

hydrocarbon, H2S-hydrocarbon and N2-hydrocarbon mixtures). More detailed information about 

𝑘𝑘𝑖𝑖𝑖𝑖 can be found in [290-293]. Also, the coefficients 𝑢𝑢, 𝑤𝑤, 𝑎𝑎 and 𝑏𝑏 for Eq. 4 are presented in Table 

1. The choice of these coefficients changes Eq. 4 to the EOS of interest.  

 The CHEMKIN-RG has the capabilities to model the EOS’s by van der Waals (vdW), 

Redlich-Kwong (RK), Soave-Redlich-Kwong (SRK), Peng-Robinson (PRS), Becker-

Kistiakowsky-Wilson (BKW) and Nobel-Abel (NA) EOS. In the current work, only the RK, SRK 
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and PRS EOS are used for comparison, because these are the most popular EOS which are being 

used in rocket combustion simulations.  

 

 

 

 

TABLE 1: THE COEFFICIENTS FOR CUBIC EQUATION OF STATE 

EOS 𝑢𝑢 𝑤𝑤 𝑏𝑏 𝑎𝑎 

vdW 0 0 
𝑅𝑅𝑇𝑇𝑐𝑐
8𝑃𝑃𝑐𝑐

 
27
64

𝑅𝑅2𝑇𝑇𝑐𝑐2

𝑃𝑃𝑐𝑐
 

RK 1 0 
0.08664𝑅𝑅𝑇𝑇𝑐𝑐

8𝑃𝑃𝑐𝑐
 

0.42748
64

𝑅𝑅2𝑇𝑇𝑐𝑐2.5

𝑃𝑃𝑐𝑐𝑇𝑇0.5  

SRK 1 0 
0.08664𝑅𝑅𝑇𝑇𝑐𝑐

8𝑃𝑃𝑐𝑐
 

0.42748
64

𝑅𝑅2𝑇𝑇𝑐𝑐2.5

𝑃𝑃𝑐𝑐𝑇𝑇0.5  𝑙𝑙 

PRS 2 -1 
0.07780𝑅𝑅𝑇𝑇𝑐𝑐

8𝑃𝑃𝑐𝑐
 

0.42748
64

𝑅𝑅2𝑇𝑇𝑐𝑐2.5

𝑃𝑃𝑐𝑐𝑇𝑇0.5  𝑙𝑙 

 

Here, 

𝑇𝑇𝑐𝑐  −Critical Temperature of the species, 

𝑃𝑃𝑐𝑐 − Critical pressure of the species, 
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𝜔𝜔 −ascentric factor of the species, 

𝑙𝑙 = [1 + 𝑓𝑓𝜔𝜔(1− 𝑇𝑇𝑟𝑟0.5)]2, 

For SRK EOS, 𝑓𝑓𝜔𝜔 = 0.48 + 1.574𝜔𝜔 − 0.176𝜔𝜔2 and  

For PRS EOS, 𝑓𝑓𝜔𝜔 = 0.37464 + 1.54226𝜔𝜔 − 0.26992𝜔𝜔2 

It must be noted that, the critical properties like 𝑇𝑇𝑐𝑐 , 𝑃𝑃𝑐𝑐 and 𝜔𝜔 for all the species and radicals in a 

combustion phenomenon are not available in the literature. Therefore, it is the practice to assume 

the critical properties of the largest diluent in the simulation to the species or radicals for which 

the critical properties are not known. 

   Since these cubic-EOS are empirical by their origin, adopting them to an application requires a 

validation with data. For example, some investigations recommend SRK EOS for CH4/LOx and 

kerosene/LOx mixtures [277, 294]. Whereas Poschner and Pfitzner [295] recommends PRS for 

H2/O2 mixtures. Nonetheless, the most used EOS are the SRK and PRS. The Figure 2 (a) and (b) 

shows the P-T-ρ correlations of CO2 and O2 with various EOS models. The Fig. 2 (a) illustrates a 

better accuracy for PRS EOS over SRK and RK EOS when compared with NIST and this accuracy 

increases as the temperature increases. Interestingly, the accuracy of SRK EOS also increases with 

temperature and beyond 1200 K, the SRK and PRS are not distinguishable. For sCO2, the average 

deviations of PRS and SRK EOS with NIST are 0.04 and 1.87 percent respectively. Further, Fig. 

2 (b) shows the better accuracy of SRK EOS over PRS and RK. For sO2, the average deviations 

of PRS and SRK EOS with NIST are 1.47 and 0.25 percent respectively. The percentage deviations 

of EOS of sCO2 and sO2 illustrates that, the PRS EOS, which is accurate for sCO2 is not as accurate 

as SRK EOS for sO2. Therefore, the best EOS for combustion mixture depends on the proportions 
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of the CO2, O2 and other mixture constituents. It is known that the proportion of these species 

vary from unburnt to fully-burnt condition and at various turbulence levels. 

 

FIGURE 2 (a): P-T-ρ CORRELATION OF VARIOUS EOS MODELS FOR SCO2. 
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 FIGURE 2 (b): P-T-ρ CORRELATION OF VARIOUS EOS MODELS FOR SO2 

 

It is shown that, the chemical pathways are influenced by the small-scale turbulence (turbulent 

dissipation rates, N) [270]. The turbulent dissipation rate characterizes the magnitude of molecular 

mixing (small scale turbulence) in a combustion process, were the pockets of high strain change 

in the local chemical reactions which influence chemical kinetic pathways [296]. Therefore, the 

proportions of mixture constituents vary between the turbulent regimes of different dissipation 

rates [280]. Hence, this EOS validation is also carried between two turbulent dissipations values 

such as N=10,000 and N=1. Most of the EOS validation in previous literature is available only for 
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pure species. However, in the current investigation, the EOS validation is carried for combustion 

mixtures at various reaction progress variables (RPV).  

For the comparison of EOS’s, the determination of mass fractions at various RPV has been made 

with the PCMC code as described above and CHEMKIN-RG is used for thermal state prediction. 

The RPV determines the amount of enthalpy released out of reaction from the total available 

enthalpy of that mixture. When RPV is equal to zero, that is the mixture is still unburnt and when 

RPV is one, the mixture has released its complete enthalpy content, or in other word the 

combustion is complete.  

Figure 3 is a schematic of the mixture compositions considered for EOS comparison and the 

reference inlet mixture is chosen as shown in Table 2. When RPV is zero, that is at the inlet unburnt 

mixture, the mole ratio of CH4 to O2 is fixed at 0.5 (stoichiometric) and the number of CO2 moles 

is twenty-four. This combination of CH4, O2 and CO2 gives the outlet temperature as ~1500 K. 

The PCMC first calculates the equilibrium solution of this inlet condition and then, it solves the 

PCMC equation (Eq. 1) between these inlet and equilibrium solutions for various turbulent 

dissipation values (N). Therefore, based on N value, the proportion of mixture constituents vary 

between RPV =0 to 1. The PCMC can calculate the mass fraction of all the species involved in the 

chemical mechanism i.e., Aramco 2.0 by a constant enthalpy and constant pressure process. But, 

NIST can only calculate the properties of the mixture having seven species such as CO2, CH4, O2, 

H2, H2O, CO, and C2H6. Despite such limited number of species, the NIST can be still used for 

sCO2 combustion EOS validation because, at any given RPV the sum of all these mole fractions 

are more than 99.99%. The operating condition one (OP1) as shown in Table. 2, is considered for 

the EOS comparison. This operating condition considers the approximate boundary conditions for 
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sCO2 combustors, i.e., the inlet temperature as 1000 K, exit temperature as 1500 K and the inlet 

CH4-O2 ratio in stoichiometric proportions.  

The difference in the mass fractions of the PCMC solution by SRK and PRS is observed to be 

negligible (less than 0.001%) for the major species like H2O, O2 and CO2, but for CH4 this 

difference is up to 2.1% and the temperatures differed by 0.12%. Therefore, an average mass 

fractions and corresponding temperatures of both SRK and PRS solutions has been taken to find 

the corresponding thermal properties from the NIST. In this comparison, the RK EOS is not 

considered due to its higher deviation from NIST.  

Figure 4, shows the comparison of thermal state prediction of PRS and SRK EOS with NIST at a 

pressure of 300 atm. at two different turbulent dissipation rates. Due to the variation of species 

between the unburnt to completely burnt mixture at these turbulent dissipation values, a density 

difference of 2.5 % is observed. The primary vertical axis represents the mixture density, whereas 

the secondary vertical axis represents the difference of the EOS prediction with NIST.  

 

 

The result shows that the SRK EOS has better accuracy for density prediction at both the turbulent 

dissipation values. The average deviation of SRK EOS is 0.71 %, whereas for PRS it is 1.78 % 

when N=1 and at N=10,000 the SRK EOS is 0.70 % and PRS has 1.71 %. These narrow deviations 

of SRK EOS with NIST shows that, SRK EOS is the most accurate EOS which can be used for 

sCO2 combustors. Also, it is observed that, the computational time for these EOS is almost the 

same because both the EOS are derived from the same cubic equation of state. 
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FIGURE 3: SCHEMATIC DIAGRAM TO ILLUSTRATE THE MIXTURE CONDITIONS 

CONSIDERED FOR COMPARING THE EOS 
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FIGURE 4: COMPARISON OF PRS AND SRK EOS WITH NIST FOR THE TURBULENT 

DISSIPATION RATES N=1 AND N=10000 
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THE COMPRESSION FACTOR (Z) 

 

When the flow is incompressible, the thermodynamics can be separated from the fluid kinematics 

(the movement of the flow) and fluid dynamics (the forces in the flow) [297]; it is a simplified 

assumption for many of the non-reacting flows where the density of the system is almost constant 

and this incompressible assumption makes the flow much easier for analyzing. However, pressure 

gradients, temperature gradients, Mach number variations can cause the flow to be compressible. 

But in supercritical flows it also appears due to molecular attractive and repulsive forces which are 

represented by 𝑍𝑍. Therefore, it is essential to understand the behavior of 𝑍𝑍 in sCO2 combustion.  

In compressible flows, the density variation with in the working fluids transfers the energy from 

the fluid to the surroundings; in other words, the thermal energy in the system converts into 

mechanical energy (changes in velocity and momentum) or mechanical energy converts into 

thermal energy (increases the temperature and hence changes in density).  

Figure 5 shows the variation of compressibility factor under various operating conditions as listed 

in Table 2. Here, the operating conditions represent various possibilities of sCO2 combustor 

operation. As explained in previous sections, OP1 is the reference case used in the current work, 

which considers the inlet and outlet boundary conditions for a sCO2 combustor. The quantification 

of fundamental thermal properties in this literature are based on the OP1. The OP2 show what may 

happen to the 𝑍𝑍 when CO2 mole fraction increases in the reference mixture, the OP3 shows what 

may happen to the 𝑍𝑍 when CH4 and O2 mole fractions in reference mixture increases, the OP4 

shows what may happen when the inlet temperature in the reference mixture is decreased. In the 
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later part of this section an empirical correlation is proposed for the estimation of 𝑍𝑍 in the sCO2 

combustor. The Operating condition OP5-OP8 are used as additional validating cases for this 

model. 

Also, Fig. 5 answers the question which is being asked in the previous section, i.e., whether sCO2 

operating conditions are in a zone where the molecules are repelling or attracting? The answer is, 

the sCO2 combustor exists in an operating zone where there exist repulsive forces among the 

molecules. The gradual decrement of 𝑍𝑍 with respect to the progress variable in Fig. 5 shows an 

important design aspect to the sCO2 combustor designers. Because, from Eq. 2, the 𝑍𝑍 is a 

proportional to the pressure and as the reaction progresses (temperature of the mixture increases) 

the static pressure may reduce. It may result in the loss of turbine efficiency. In a conventional gas 

turbine combustor, the loss of static pressure may be due to flow obstacles or due to turbulent 

mixing, however in sCO2 combustors the designers should deal with the depreciation of 𝑍𝑍 in the 

combustor due to the super critical nature of the flow. It is also interesting to note that, beyond the 

critical point, up to certain pressures the 𝑍𝑍 value increases with temperature and this phenomenon 

get reversed after a certain supercritical pressure. The sCO2 combustor operating conditions are 

existing in a zone where the 𝑍𝑍 decreases with temperature.  

Figure 5 also shows that, the slope of 𝑍𝑍 is larger for OP3, which indicates that, increasing the inlet 

CH4 and O2 would increase the static pressure loss, it is mainly due to the increase in temperature 

(the Z loss is 5% in this case). Whereas OP2 and OP4 show a minimum slope which indicates that, 

the static pressure loss can be minimized either by increasing the CO2 content in the initial mixture 

or by decreasing the inlet temperature. It is because, the addition of CO2 absorbs the temperature 

released due to its high specific heat and the lower inlet temperature results in a lower final 
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temperature. The dilution of the combustion mixture with additional CO2 after combustion would 

help in regaining the 𝑍𝑍 and hence the static pressure.  

 

Table-2: Operating conditions considered for investigating the behavior of 𝑍𝑍 

Operatin

g 

Conditio

n 

What it 

explains? 

Initial 

molar 

mixture  

(CH4/O2/C

O2) 

Initial 

Temperat

ure (K) / 

Pressure 

(bar) 

OP1 
Reference 

Mixture 
1/2/24 1000/300 

OP2 

When the 

inlet [CO2] 

increases 

1/2/40 1000/300 

OP3 

When the 

inlet 

[CH4+O2] 

increases 

2/4/24 1000/300 

OP4 
When the 

inlet 
1/2/24 800/300 
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temperature 

decreases 

OP5 
Validation 

case-1 
2/4/24 800/300 

OP6 
Validation 

case-2 
1/2/24 1000/250 

OP7 
Validation 

case-3 
2/4/24 1000/250 

OP8 
Validation 

case-4 
1/2/24 1200/300 

 

In ideal gases, the pressure is nothing but the rate of change of momentum exchange per unit area 

of the combustor walls. In supercritical conditions, the repulsive forces between the molecules will 

be added to the overall momentum and hence pressure. Therefore, the pressure correction equation 

is modified for the Pressure Implicit Split Operation algorithm (PISO) and the suitable solution 

sequence is suggested by Park and Kim [298]. Basically, the 𝑍𝑍 factor is considered in the PISO 

algorithm from the real-gas EOS, instead of ideal gas EOS.  

The calculation of 𝑍𝑍 is very important because the thermal properties in supercritical combustion 

are functions of 𝑍𝑍. Some important isentropic flow relations are presented in Table 3, from the 

work of Baltadjiev [299]. Therefore, in this work an empirical model as shown in Eq. 7 is 

suggested. This equation is derived from the analysis of the operating conditions presented in Table 
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2. The density values can be computed from the ideal gas assumption and then corrected with the 

Z calculated from the Eq. 7, reducing computational time. This equation is validated for the inlet 

pressure 250-300 bar, inlet temperature 800 K – 1200 K, inlet stoichiometric CH4 and O2 mixture 

and CO2 mole fraction up to 0.93.  Here, (𝑛𝑛𝐶𝐶𝐶𝐶2)𝑖𝑖𝑖𝑖is the inlet CO2 moles, (𝑛𝑛𝐶𝐶𝐶𝐶4)𝑖𝑖𝑖𝑖 is the inlet 

methane moles, and  𝑇𝑇𝑖𝑖𝑖𝑖 is the inlet temperature in K.  

 

Z = �A1 − A2 ∗ �
(𝑛𝑛𝐶𝐶𝐶𝐶4)𝑖𝑖𝑖𝑖

(𝑛𝑛𝐶𝐶𝐶𝐶4)𝑖𝑖𝑖𝑖 + (𝑛𝑛𝑂𝑂2)𝑖𝑖𝑖𝑖 + (𝑛𝑛𝐶𝐶𝐶𝐶2)𝑖𝑖𝑖𝑖
� − 𝐴𝐴3 ∗ (300 − 𝑃𝑃𝑖𝑖𝑖𝑖)� 

         −�1 − 𝐴𝐴4 ∗ (300 − 𝑃𝑃𝑖𝑖𝑖𝑖)� ∗ 𝐴𝐴5 ∗ {(1 + 𝐴𝐴6 ∗ (𝐴𝐴7 − (𝑛𝑛𝐶𝐶𝐶𝐶2)𝑖𝑖𝑖𝑖 )) 

         −�𝐴𝐴8 ∗ (1 − (𝑛𝑛𝐶𝐶𝐶𝐶4) 𝑖𝑖𝑖𝑖)� 

         −(𝐴𝐴9 ∗ (𝐴𝐴10 −  𝑇𝑇𝑖𝑖𝑖𝑖))} ∗ 𝑅𝑅𝑅𝑅𝑅𝑅                                      (7)    

The calibrated constants are as follows, 

A1 = 1.0965 , A2 = 0.0217, A3 = 0.36𝑒𝑒−3 

A4 = 0.38𝑒𝑒−2, A5 = 0.0272, A6 = 0.0237, 

A7 = 24, A8 = 0.6581, A9 = 0.00136 and A10 = 1000 

 

Figure 6 shows the correlation plot between the modelled Z and calculated Z by the SRK EOS. 

This model is validated with all the operating conditions from OP1-OP8 in Table 2. Each symbol 

in the plot represents the Z value at an operating condition over a RPV values from 0 to 1. All these 
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data points in the plot are well inside the 0.5 % error lines, which indicates that the proposed model 

predicts the Z as accurate as 0.5%.  

 

Table-3: Important fluid flow relations 

Parameter Real gas Ideal gas 

Isothermal 

compressibility 

(β𝑇𝑇) 

1
𝑃𝑃
−

1
𝑍𝑍
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑇𝑇
 

1
𝑃𝑃

 

Isobaric 

compressibility 

(β𝑃𝑃) 

1
𝑇𝑇

+
1
𝑍𝑍
�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑃𝑃

 
1
𝑇𝑇

 

Isentropic 

pressure exponent 

(𝑛𝑛𝑠𝑠) 

γ

β𝑇𝑇𝑃𝑃
 γ 

Isentropic 

temperature 

exponent  (𝑚𝑚𝑠𝑠) 

γ− 1
γ

β𝑇𝑇𝑃𝑃
β𝑃𝑃𝑇𝑇

 
γ− 1
γ

 

Speed of sound 

(𝑎𝑎) 

�𝑛𝑛𝑠𝑠𝑍𝑍𝑍𝑍𝑍𝑍 �γ𝑅𝑅𝑅𝑅 
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FIGURE 5: VARIATION OF Z WITH RESPECT TO RPV FOR VARIOUOS SCO2 

OPERATING CONDITIONS 

 

FIGURE 6: ERROR PLOT FOR THE Z FROM MODEL AND Z FROM SRK EOS 

 

Specific heat capacities  
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The specific heat of a system indicates the resistance of the system to change its temperature when 

heat is added. Due to the high heat capacity of CO2 compared to other species in a combustion 

mixture, the CO2 in a sCO2 combustor carries most the enthalpy with its flow rather than raising 

the temperature. However, for supercritical combustion, the 𝑍𝑍 factor also influences the specific 

heats. An attempt is made in this section to estimate its influence in sCO2 combustors.  Figure 7, 

shows the variation of 𝑐𝑐𝑝𝑝, 𝑐𝑐𝑣𝑣 and 𝛾𝛾 (ratio of specific heats) for combustion mixtures with real gases 

and ideal gases. The figure illustrates that specific heat capacities calculated for sCO2 combustion 

mixtures are always greater than the values calculated by ideal gas assumption because the 𝑍𝑍 value 

is always greater than unity. The general formula for specific heat is given by the expression.  

𝑐𝑐 = �
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
�
𝑝𝑝 𝑜𝑜𝑜𝑜 𝑣𝑣

 

 

⇛ 𝑐𝑐 = �
𝑑𝑑 �𝐸𝐸𝑚𝑚�
𝑑𝑑𝑑𝑑

�

𝑝𝑝 𝑜𝑜𝑜𝑜 𝑣𝑣

 

 

                      ⇛ 𝑐𝑐 =

⎝

⎜⎜
⎛
𝑑𝑑 � 𝐸𝐸

𝜌𝜌𝑖𝑖
𝑍𝑍 𝑉𝑉

�

𝑑𝑑𝑑𝑑

⎠

⎟⎟
⎞

𝑝𝑝 𝑜𝑜𝑜𝑜 𝑣𝑣

         (8) 
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From equation (8), for the same energy content (E) of the system, the specific heats in the sCO2 

combustion system is always higher than the ideal gas case. It must be noted that, as discussed in 

the earlier sections there are some operating conditions beyond the critical point, where the 𝑍𝑍 is 

less than unity and in this region, the specific heats are less than the ideal gas assumption. In other 

words, the specific energy in an sCO2 combustion mixture is higher because of repulsive forces 

among the molecules. In fact, these repulsive forces when considered, increase all the specific 

properties such as entropy, Gibbs energy, etc. 

 Figure 8, shows the enthalpy-entropy relation for ideal and real gas assumptions. Here, the 

enthalpy and entropy are normalized with respect to its initial values at RPV equal to zero. These 

two curves deviate as they progress in combustion. It explains that there is a higher irreversibility 

associated in the combustion process due to the influence of 𝑍𝑍 and this irreversibility increases at 

higher temperatures. Also, the enthalpy released is approximately 1.6% more and entropy 

increased by 0.03% more than the ideal case at the end of the combustion.  

The 𝑐𝑐𝑝𝑝 of the mixture starts at a value 1.331 and by the end of combustion it reaches 1.381 kJ/kgK, 

whereas the 𝑐𝑐𝑣𝑣 value starts at 1.111 and reaches 1.187 kJ/kgK. However, it must be noted that the 

𝑐𝑐𝑝𝑝 and 𝑐𝑐𝑣𝑣 values are functions of 𝑍𝑍 and these values change when the operating conditions change 

𝑍𝑍. Also, the value of γ is about 1.2 for the inlet mixture and 1.164 for the fully burnt products. 

Another interesting trend can be seen from Fig. 7, that from 𝑐𝑐𝑝𝑝 and 𝑐𝑐𝑣𝑣 of ideal gas and real gases 

converges as the reaction progresses, it is because the repulsive forces decreases with increase in 

temperatures. 
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FIGURE 7: SPECIFIC HEATS FOR SCO2 COMBUSTOR 

 

FIGURE 8: ENTHALPY-ENTROPY DIAGRAM FOR SCO2 COMBUSTOR 

 

Pressure exponent 
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As shown in Table 3, the isentropic processes for real gases in the 𝑝𝑝 − 𝑣𝑣 coordinate system is 

described as 𝑝𝑝𝑣𝑣𝑛𝑛𝑠𝑠 = 𝑝𝑝𝑣𝑣
γ

β𝑇𝑇𝑃𝑃 = 𝑐𝑐 [299]. It is a crucial parameter which determines the path functions 

such as work and heat involved in a process. 

Therefore, in this section the variation of 𝑛𝑛𝑠𝑠 with respect to the reaction progress is discussed.  The 

Fig. 9, shows that the value of pressure exponent 𝑛𝑛𝑠𝑠 is 1.32 at the entry of the combustor and it 

gradually reduces to 1.245 by the end of combustion. It is because, the β𝑇𝑇 which is constant for 

ideal gases is increasing as the combustion progresses and it results in a reduction of 𝑛𝑛𝑠𝑠. In general, 

for hand calculations, it is very common to assume the process index to be constant, but in sCO2 

applications this assumption may result in huge errors because the change of 𝑛𝑛𝑠𝑠 is upto seven 

percent between the unburnt and fully-burnt mixture.  

The isothermal compressibility β𝑇𝑇 is the reciprocal of bulk modulus (𝐾𝐾) of the combustion 

mixture. At first the β𝑇𝑇 in the combustion mixture is less than its ideal gas value because the 

existing repulsive forces between the molecules resists the bulk compression. Secondly, it 

increases with respect to the RPV because the repulsive forces decrease as seen in Fig. 5 and hence 

the combustion mixture becomes relatively more compressible but still resistive to bulk 

compression compared to the ideal gas assumption. Therefore, the Isothermal compressibility will 

be overestimated up to seven percent when real gas assumption is not used.  
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FIGURE 9: PRESSURE EXPONENT AND ISOTHERMAL COMPRESSIBILITY IN SCO2 

COMBUSTOR 

 

Speed of sound:  

 

The speed of sound determines how fast a disturbance travels in a flow or in other words how fast 

information of an obstacle spreads in the flow. After a certain ratio of the flow speed and sound 

speed, the molecules will tend to compression or rarefaction and result in significant density 

changes in the flow. Therefore, an attempt is made in this section to estimate the speed of sound 

in the sCO2 combustor. As shown in Table 3, the speed of sound is a function of 𝑛𝑛𝑠𝑠,𝑍𝑍 and 𝑇𝑇. 

Therefore 𝑛𝑛𝑠𝑠 and 𝑍𝑍 determines the speed of sound in the sCO2 combustor.   From the previous 

discussions, the values of these three parameters are larger when calculated with the ideal gas 

assumption. 
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Therefore, the speed of sound must be higher. Figure 10 shows the comparison of sound speed 

between the real gas assumption and ideal gas assumption.  Also, the existing relation between 

speed of sound and density fluctuations in a flow has been modified for real gases.  

 

The law of conservation of momentum is given as,  

𝜌𝜌𝜌𝜌 𝑑𝑑𝑑𝑑 = −𝑑𝑑𝑑𝑑       (9) 

 

For Isentropic flow of real gases, 

𝑑𝑑𝑑𝑑
𝑃𝑃

= 𝑛𝑛𝑠𝑠
𝑑𝑑𝑑𝑑
𝜌𝜌

        (10) 

Substituting P= 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌 in Eq.  (10) 

 

Therefore,  𝑑𝑑𝑑𝑑 = 𝑛𝑛𝑠𝑠𝑍𝑍𝑍𝑍𝑍𝑍 ∗ 𝑑𝑑𝑑𝑑              (11) 

 

From Table 3, 𝑎𝑎2 = 𝑛𝑛𝑠𝑠𝑍𝑍𝑍𝑍𝑍𝑍 ⇒ 𝑑𝑑𝑑𝑑 = 𝑎𝑎2 ∗ 𝑑𝑑𝑑𝑑 

 

Therefore, from Eq. (9)  

  

⇒ 𝜌𝜌𝜌𝜌 𝑑𝑑𝑑𝑑 = 𝑎𝑎2 ∗ 𝑑𝑑𝑑𝑑 
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−𝑉𝑉2

𝑎𝑎2
𝑑𝑑𝑑𝑑
𝑉𝑉

=
𝑑𝑑𝑑𝑑
𝜌𝜌

       (12) 

The term 𝑎𝑎2 in Eq. (12) is higher for a sCO2 combustor than the ideal gas value (𝑎𝑎2 = 𝛾𝛾𝛾𝛾𝛾𝛾 in ideal 

gas assumption). Therefore, for a velocity change the change in corresponding density is lower for 

sCO2 combustion by a factor � 𝛾𝛾
𝑛𝑛𝑠𝑠𝑍𝑍
� which is equal to ~13%. 

  

FIGURE 10: THE SPEED OF SOUND IN SCO2 COMBUSTOR 

 

Viscosity  

 

Modelling of viscosity is an important aspect in the simulation of any fluid flow where the shear 

stresses are prominent. Though the viscosity of sCO2 has huge variation near to critical point, in 

the operating regime of sCO2-combustor, as the temperature increases, the viscosity follows the 
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linear trend like ideal gas and the viscosity of sCO2 is higher compared to viscosity of CO2 at 

atmospheric pressures. This section gives an overall view of various viscous models which are 

being used in current supercritical mixture viscosity formulations and the best fits for 1D and CFD 

combustion modelling.  

Figure 11 shows the flow chart of various methodologies which are being used currently to 

calculate viscosity in supercritical CFD simulations. There are basically two approaches, shown 

as two columns of Fig. 11, to estimate the viscosity of supercritical mixture. One is to calculate 

the individual species viscosity at required pressure and temperature and use mixing rules to 

calculate the resultant mixture viscosity [251]. It is represented in left column of Fig. 11. To 

calculate the individual species viscosity in the mixture, there are the Lucas method [300] which 

needs the temperature and pressure as input variable; Chung method [301] which needs the 

temperature and density as inputs. Out of these two methods, one can use either the Lucas method 

[300] or the Chung method [301] method for the viscosity calculation of the species involved in 

the sCO2 combustion mixture and then use these species viscosities in the mixing rules to find the 

mixture viscosity. Though, the Wilkes mixing method defined for calculating the viscosity of low 

pressure mixtures, it has been used for the supercritical simulations because, it is a subset of  

Wassiljewa–Mason–Saxena (WMS) method [251]. The WSM is a thermal conductivity modeling 

method. Both the Wilkes method and WMS method have a common variable, and using both 

together provides consistency. The other column of Fig. 11 shows the one fluid approach. In this 

approach the mixture is assumed as one fluid and all the critical properties of the species are 

combined to find the effective critical properties and the viscosity is calculated based on these 

effective critical properties of the fluid. Chung and Lucas methods are two popular one fluid 

mixture viscosity methods for supercritical applications[228].  
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FIGURE 11: STANDARD PRACTICES FOR VISCOSITY MODELING IN SUPERCRITICAL 

COMBUSTION SIMULATIONS 

 

A systematic investigation is presented in the following sections to estimate the suitable viscosity 

model for sCO2 applications.    Initially, the viscosities of prominent species are compared between 

Chung, Lucas and NIST methods. Further, the mixture viscosity methods are compared at various 

combustion progress variable values. Since, there is no reference mixture viscosity to compare the 

models, the suitable mixture models for sCO2 combustion are judged based on the computational 

time, complexity and performance of the mixture models when applied to individual species. This 

plot has viscosities of CO2, H2O, CH4, O2 and CO at 300 bar pressure. Here, the viscosities of CO2, 

H2O and O2 are shown between the temperature limits 600 -1600 K and for CH4 and CO the 

temperature is shown only up to 600 K and 500 K, respectively. It is because, the NIST data for 

these species is available only to these temperatures. 
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Figure 12 shows the prominent species viscosity modelled with Lucas and Chung methods and the 

comparison of those models with NIST. The CO2 viscosity plot has an additional viscosity model 

called Heidaryan et al., [302]. This model is validated between the pressures 75 bar and 1014 bar 

and between the temperatures 310 to 900 K. It is a simple empirical correlation which only needs 

pressure and temperature as an input. The plots show that, for CO2 and O2, the Chung et al., model 

is closer to NIST than the Lucas et al., model. The Heidaryan et al. is closer to NIST up to 900 K 

and deviates later.  However, for H2O, the Lucas et al., model is closer to NIST. Further, within 

the available NIST data limits, Lucas et al., is closer to NIST for CH4 and Chung et al., is closer 

to NIST for CO. Therefore, Fig 12 shows that the a best individual species viscosity model vary 

from species to species. To identify more suitable species viscosity model for sCO2 combustion 

applications, the typical weightage of these species distribution is considered and deviation from 

NIST is calculated based on this weighted deviation. Table 4 shows the comparison of these 

models and their weighted deviation from NIST. The distribution of these species is estimated by 

using the CMC method as discussed earlier. The average of weighted deviation of Lucas et al. is 

0.66 percent, whereas for Chung et al. it is 4.56 percent. It shows that, the Lucas et al. method is 

more suitable for sCO2 applications to calculate individual species viscosity.  

As shown in Fig 11, the Wilkes method is a low-pressure mixture viscosity method. However, it 

is also used in supercritical CFD simulations [251] to calculate the mixture viscosity. More 

complete information about these models can be obtained from the references provided [228]. 

There is a simpler model suggested by Brokaw [303] for non-polar gaseous mixture where the 

inputs are just the gas composition, viscosities and the molecular weights of the constituents.  It is 

a derivative of molecular based Chapman-Enskog theory. This method claims it’s applicability for 

high-pressures beyond the critical point where there is no large concentration of free radicals. Also, 
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the largest error reported with this mixing rule is less than 4%. Since the major content (more than 

90%) of the sCO2 combustion mixture has non-polar molecules like CO2, CH4 and O2, and the 

expectable radical concentration is comparatively low due to high specific heat of CO2, this 

particular model [303] would be an accurate alternative fit for sCO2 combustion applications, but 

needs more investigation because the combustion products contain H2O which is a polar molecule.   

 

 

FIGURE 12: THE COMPARISON OF MODELLED INDIVIDUAL SPECIES VISCOSITY 

WITH NIST 

 

Table-4: WEIGHTED DEVIATION OF MODELLED VISCOSITIES WITH NIST 
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The formulations for the Brokaw mixing method are given as follows.  
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Where, 

 𝑆𝑆𝑖𝑖𝑖𝑖 = 1 for non − polar gases, 𝑀𝑀𝑖𝑖and 𝑀𝑀𝑗𝑗𝑎𝑎𝑎𝑎𝑎𝑎 molecular weights of the species 𝑖𝑖 and 𝑗𝑗, 

𝑥𝑥𝑖𝑖  and 𝑥𝑥𝑗𝑗  are the molefractions of the species 𝑖𝑖 and 𝑗𝑗, 

𝜇𝜇𝑖𝑖 is the viscosity of the species 𝑖𝑖, 
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In the current section the mixture viscosity models are analyzed. As discussed, the Chung et al. 

and Lucas et al. are two prominent mixture viscosity methods which are currently being used in 

supercritical combustion literature. One basic difference between these two mixture models is the 

method of calculating the combined critical properties. The detailed formulations of these models 

can be found in [228]. Unlike the Lucas et al. model, the Chung et al. model considers the 

interaction of one species with another species while calculating the combined critical properties. 

Therefore, in the Chung et al. method, if we have ‘k’ number of species in combustion mechanism, 

there will be a k by k matrix for calculating each combined thermal property of the system. Hence, 

computationally the Chung et al. is expensive. Also, the Chung et al. method needs the binary 

interaction parameter called ‘kij’. As discussed in the equation of state section, the binery 

interaction parameter describes whether an interaction between two species is ideal or non-ideal. 

This parameter is empirical and there are many models as described earlier which calculates this 

parameter. However, these models are not evaluated with experiments for all the species involved 

in combustion. Therefore, it is usual practice to assume the unknown kij as unity. In the current 

section the Chung et al. mixture viscosity method is evaluated by considering both kij as unity and 

by choosing appropriate values for it.  

 Figure 13 compares the viscosity of a sCO2 combustion mixture calculated by using various 

mixture models at three different temperatures, 1000, 1250 and 1500 K. These three temperatures 

are corresponding to unburnt, half-burnt and fully burnt conditions of the sCO2 mixture. Again, 

the species distribution is solved by using the PCMC code at a dissipation rate of unity. Figure 13 
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also shows the viscosity calculated with Wilkes model and a weighted average. These two models 

require the individual species viscosities and they are calculated using the Lucas method of 

individual species viscosity. At all the temperatures, Lucas et al. has the highest calculated mixture 

viscosity and Chung et al. has the lowest. The Chung et al. when kij is unity predicts slightly higher 

viscosity than Chung et. al.  At 1000 K, a ten percent deviation line is drawn below the highest 

viscosity model, i.e., the Lucas et al. to estimate the deviation of other models. This deviation 

shows that all the models used here are predicting the mixture viscosity within a ten percent 

deviation. Here, it must be noted that there is no reference data to compare these models to predict 

the best suitable viscosity mixture model. However, in the previous sections it is seen that the 

Lucas et al. is predicting the species viscosity more accurately than other models. Therefore, 

though there is no standard reference to identify the superiority of one model with other the Lucas 

et al. model can be considered as accurate due to its performance in calculating individual species 

viscosity. The dynamic viscosity may not be a influencing parameter in a pure turbulent regime, 

however when it comes to CFD the viscosity term in the diffusing term is important. Also, the 

viscosity is more important in simulating the internal flows, viscous sublayer, Prandtl and Schmidt 

numbers. How, this ten percent deviation in viscosity due to models is effecting the above-

mentioned aspects is a point of interest at this moment and it requires the attention of researchers.  
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FIGURE 13: VISCOSITY OF SCO2 COMBUSTION MIXTURE USING VARIOUS MODELS 

 

Figure 14 compares the computational time involved in calculating viscosity by these models. 

These models are simulated in MATLAB and the time is multiplied with a factor of ten thousand. 

It is to show the computational time if there are ten thousand cells in the computational domain. 

The plot shows that; Lucas et al. is least expensive in terms of computation and Chung et al. is 

more expensive. It is because the Chung et al. model accounts for the interaction of species and it 

adds many two-dimensional matrices in the computation. The Chung et al. is much more expensive 

for LES, DNS and detailed kinetic simulations. The Wilkes mixing rule and weighted averaging 

is more expensive than Lucas et al. because they need the input of individual species viscosities. 

Therefore, Lucas et al. is recommended for sCO2 simulations due to its lower computational time 

and performance in calculating the individual species viscosity.  

 

 

FIGURE 14: VISCOSITY OF SCO2 COMBUSTION MIXTURE USING VARIOUS MODELS 
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THERMAL CONDUCTIVITY 

Thermal conductivity is the capacity of a system to transfer the heat energy from it. The thermal 

conductivity of the system increases as the pressure increases due to the increase in the density. 

However, it is important to note that, as the temperature increases, at low pressure the thermal 

conductivity tends to increase, but beyond the critical pressure and up to certain pressure limit the 

thermal conductivity reduces with temperature [228] and after this pressure limit the thermal 

conductivity increases again with temperature.  

The Fig. 15 shows the current standard practices for calculating thermal conductivities in 

supercritical combustion simulations. The Chung et al. model for calculating thermal conductivity 

is the most widely used model. The Chung et al. high-pressure thermal conductivity model needs 

the low-pressure mixture viscosity as an input to estimate the high-pressure thermal conductivity. 

The first two columns in Fig. 15 illustrates the calculation of thermal conductivity by Chug et al. 

high-pressure model. The first column shows that, the mixture viscosity at one atmosphere is 

estimated by Wilkes methods and the input of individual species viscosities for Wilkes method are 

calculated either by the low pressure Chung et al. or Lucas et al. methods. The second column in 

Fig. 15 also shows the estimated thermal conductivity by the high-pressure Chung et al. method. 

However, here the low-pressure mixture viscosity is estimated by one fluid approach, i.e. either by 

the Chung et al. method or the Lucas et al. method. The third column shows the proposed method, 

the estimation of supercritical thermal conductivity by the Stiel and Thodos method. The Stiel and 

Thodos [228, 229] is a simple, generalized correlation for a high-pressure gas thermal conductivity 

of a mixture. It says that the excess thermal conductivity (excess from low pressure thermal 

conductivity) associated with a gas or mixture is a function of its critical properties, density and 
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molecular weight. This correlation has been validated against 20 data sets of non-polar gases 

including CO2. This formulation is used for calculating the thermal conductivity of species 

involved in supercritical mixing studies [251]. One input to this Stiel and Thodos model is the low-

pressure thermal conductivity of the mixture. The low-pressure thermal conductivity of the mixture 

can be estimated by the Wassiljewa model (as shown in Eq. 15). Also, this method is used by [251] 

for supercritical multi-component mixing simulation due to its simple formulation, though this 

model doesn’t take any supercritical condition into account.  

 

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 = ∑ 𝑥𝑥𝑖𝑖𝜆𝜆𝑖𝑖
∑ 𝑥𝑥𝑗𝑗𝐵𝐵𝑖𝑖𝑖𝑖𝑘𝑘
𝑗𝑗=1 𝑎𝑎𝑎𝑎𝑎𝑎 𝑗𝑗≠𝑖𝑖

𝑘𝑘
𝑖𝑖=1                                      (15) 

 

Where, 

𝑥𝑥𝑖𝑖  and 𝑥𝑥𝑗𝑗  are the molefractions of the species 𝑖𝑖 and 𝑗𝑗, 

𝜆𝜆𝑖𝑖 is the thermal conductivity of the species 𝑖𝑖, 

 

Here, the term 𝐵𝐵𝑖𝑖𝑖𝑖 is suggested by Mason and Saxena as, 
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Here, the term �𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡
𝜆𝜆𝑡𝑡𝑡𝑡𝑡𝑡

� = �𝜇𝜇𝑖𝑖
𝜇𝜇𝑗𝑗
� �𝑀𝑀𝑗𝑗

𝑀𝑀𝑖𝑖
� ;  

The bracketed term in 𝐵𝐵𝑖𝑖𝑖𝑖, also appear in Wilke’s method for mixture viscosity correlation. The 𝜀𝜀 

value is suggested as 1.065, later its value is modified by Tandon and Saxena to 0.85 [228]. 

It must be noted that, the Masi, et al. [251] used Wassiljeva method for calculating the high-

pressure thermal conductivity, though it is defined for low-pressure thermal conductivities and the 

required individual species viscosities for this model are calculated by the high-pressure Lucas et 

al. model. However, in the proposed approach, the individual species viscosities are estimated by 

the low-pressure Lucas et al. model over a wide range of temperatures at one atmosphere pressure 

and tabulated. Later, the tabulated data is called into the Wassiljeva thermal conductivity model to 

estimate the low-pressure mixture thermal conductivity of the required mixture. Further, the Stiel 

and Thodos method is used for calculating the supercritical mixture thermal conductivity.  

There is no reference mixture thermal conductivity data to identify the superiority of the Stiel and 

Thodos method over the Chung et al. method. However, when these models are used to identify 

individual species viscosities, the Stiel and Thodos method shows a better accurate match with 

NIST data. Figure 16 shows the comparison of individual species viscosities between Chung et 

al., Stiel and Thodos and NIST. The Amooey et al. is an emperical thermal conductivity model for 

CO2 [304]. Therefore, the Amooey et al. model is also shown in CO2 thermal conductivity plot of 

Fig. 16. It shows that, the Amooey et al. is accurate only up to 900 K and deviates significantly 

after that.  The Stiel and Thodos method predicts the CO2 and O2 thermal conductivities very 

accurately. For H2O, it is more accurate than the Chung et al. The CH4 and CO are better with 

Chung et al. than Stiel and Thodos.  
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Table 5 shows the weighted deviation of the thermal conductivities calculated by the models from 

the NIST data at 1250 K. The weighted average deviation for Stiel and Thodos is 0.91 percent, 

whereas for Chung et al. it is 9.15 percent. It shows that Stiel and Thodos thermal conductivity 

model is more accurate for sCO2 combustion simulations.  

 

 

FIGURE 15: STANDARD PRACTICES FOR THERMAL CONDUCTIVITY MODELING IN 

SUPERCRITICAL COMBUSTION APPLICATIONS 
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FIGURE 16: THE COMPARISON OF MODELLED INDIVIDUAL SPECIES THERMAL 

CONDUCTIVITIES WITH NIST. 
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Figure 17 shows the comparison of mixture thermal conductivity calculated by Chung et al. and 

Stiel and Thodos methods. The Chung et al. thermal conductivity model used here is corresponding 

to the second column of the Fig. 15. Both these methods show the increase in thermal conductivity 

with temperature. Also, the Chung et al. predicts the thermal conductivity better than the Stiel and 

Thodos method by fifteen percent. The fifteen percent difference in thermal conductivity may 

affect the heat energy transfer significantly. Besides the better performance of Stiel and Thodos 

for individual species thermal conductivities, it is also proven to be computationally modest. 

Figure 18 shows the computational time comparison between both these methods. The Stiel and 

Thodos method is shows the least computational time because all the necessary individual species 

viscosities are tabulated over the required temperature range.  

The thermal conductivity simulations are carried out in MATLAB and the necessary species 

distribution with respect to temperature is identified by the PCMC code. Here, the computational 

times are multiplied with ten thousand. The difference between both the approaches will be 

significant for LES, DNS and simulations with a large number of species in the chemistry.  

Table-5: WEIGHTED DEVIATION OF MODELLED THERMAL CONDUCTIVITIES WITH 

NIST  

 

Chung et. al., Stiel and Thodos
CO2 12.69 1.72
H2O 0.70 0.26
CH4 - -
O2 0.28 0.02
CO - -

Average 4.56 0.66

Species

Weigthed deviation based on typical sCO2 mixture constituents 
at 1250 K

(CO2-90%, H2O-1.8%, CH4-3.7%, O2-4.2%, CO-0.003%)
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FIGURE 17: THE COMPARISON OF MODELLED MIXTURE THERMAL 

CONDUCTIVITIES 

  

FIGURE 18: THE COMPARISON OF COMPUTATIONAL TIME BETWEEN THE 

MODELLED MIXTURE THERMAL CONDUCTIVITIES 

Conclusions:  

 

Here the available relations for EOS’s and other thermal properties needed to model super critical 

CO2 combustion were reviewed and recommendations given. 
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The cubic EOS must be validated for each application due to their empirical nature. The PRS EOS 

better predicts the thermal state of pure CO2 compared to SRK and RK. However, over 1,000 K 

the PRS and SRK are indistinguishable and none of the cubic EOS predict the O2 behavior. But, 

for sCO2 combustion mixtures, in all the turbulent regimes, the SRK and PRS EOS predict the 

densities by 0.7 and 1.71% when compared with NIST; which concludes that the SRK is the most 

appropriate EOS for sCO2 mixtures.  

The projected sCO2 operating conditions for a supercritical regime where there always exist the 

repulsive forces (which are quantified by compression factor 𝑍𝑍) between the molecules and these 

repulsive forces decreases as the combustion reaction progresses from unburnt to the fully burnt 

condition. The sCO2 combustors are expected to observe a new kind of static pressure loss due to 

the reduction of 𝑍𝑍. This reduction is more when there is more inlet CH4 and O2 mixture, and it can 

be reduced by decreasing the inlet temperature or increasing the inlet CO2 moles. The fact that the 

compressibility factor 𝑍𝑍 is always greater than unity, signifies that the repulsive forces between 

the molecules always exists and there exists an energy transfer from the working fluid to the system 

boundaries.  

Also, a new empirical model for 𝑍𝑍 is proposed for predicting its value at any stage of reaction 

progress. This model has been validated with 𝑍𝑍 calculated with SRK EOS over a wide range of 

sCO2 combustor operating conditions. This model can be used with 1D sCO2 combustion system 

simulations or in CFD.  

Unlike the ideal gases, in real gases the pressure exponent 𝑛𝑛𝑠𝑠 differs from the ratio of specific heats 

γ. The value of γ is about 1.2 for the inlet mixture and 1.164 for the fully burnt products. The 

resistivity of the sCO2 mixture to change its temperature is higher due to the existing 
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intermolecular repulsive forces. In fact, all the specific thermal properties are expected to be higher 

due to the decrease in density. For example, the enthalpy increases by ~1% and entropy by 0.5%. 

The pressure exponent changes from 1.32 to 1.24 between the unburnt and fully burnt mixture. 

Further, the sCO2 combustion mixture also becomes resistive to the compression by 6.5-9% when 

compared to the ideal gas assumption. The speed of sound is higher in sCO2 combustion by a 

factor � 𝛾𝛾
𝑛𝑛𝑠𝑠𝑍𝑍
�
1/2

. The combustion mixture is more resistant to density fluctuation induced due to 

changes in the velocity field by a factor of � 𝛾𝛾
𝑛𝑛𝑠𝑠𝑍𝑍
�. 

The popular viscosity and thermal conductivity models are evaluated based on their accuracy and 

computational cost. The results show that, the Lucas et al. mixture methods is more suitable for 

viscosity modeling and Stiel and Thodos method is suitable for thermal conductivity modeling of 

sCO2 mixture.  
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APPENDIX 2 REDUCED ARAMCO 3.0 MECHANISM FOR SCO2  

The predicted growth in energy demand and the use of fossil fuels, alarms the world for 

possible global warming and irreversible climatic change. Therefore, the main attention of energy 

researchers is focused on efficient, economic and environmental friendly power production 

technologies [305-307]. The supercritical CO2 (sCO2) power cycle is one such concept which is 

theoretically promising high efficiency, complete CO2 capture and compact foot print [33, 56]. The 

sCO2 power cycle concept is adoptable in nuclear, solar-thermal, geo-thermal and natural gas based 

power producing technologies. This cycle uses supercritical CO2 as the working fluid[308], 

therefore the CO2 produced by the direct-fired, oxy-methane combustion power cycle can be 

recirculated within the same cycle loop and the excess supercritical CO2 from the cycle can be 

used for other commercial purposes [10]. However, the current state-of-art peak operating 

pressures for sCO2 combustion is approximately 300 atm and the level of CO2 dilution in the 

combustor is more than ninety five percent by mass. At these extreme pressure conditions, 

experimentation is expensive, time consuming and dangerous. Thus, the simulation tools play a 

major role in the initial design aspects of the sCO2 combustor development. One of the main tools 

for all combustion simulation is an accurate chemical kinetic mechanism and there are well 

established methane kinetic mechanisms in the literature, for example, GRI 3.0 [116] and Aramco 

2.0 mechanisms [117, 118]. It is known that the Arrhenius constants defined in these mechanisms, 

i.e., pre-exponential factor, temperature exponent and activation energy, are derived from 

fundamental experiments or detailed theoretical based calculations [107, 108]. Under the absence 

of such studies (calculations or experiments), the rate constants are typically estimated based on 

similarity with other known reactions [109]. Also, these constants are valid only within the 

operating conditions in which they are defined. Therefore, the rate constants and the collision 
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efficiencies in these mechanisms need to be validated and if needed, updated to suit the sCO2 

combustion applications. In this process, a base mechanism which closely predicts the sCO2 

combustion behavior (including supercritical solvent effects) must be identified and then necessary 

modifications need to be implemented in that mechanism to derive a new sCO2 combustion 

mechanism. The theoretical investigations related to these modifications are currently under 

progress [112-115] using quantum chemistry and molecular dynamic approaches, but the complete 

information required for deriving a new mechanism for sCO2 combustion is not yet available. 

Therefore, there is an immediate need for identifying a mechanism which closely matches the 

currently available sCO2 combustion experiments so that designers are able to conduct preliminary 

design and analysis of sCO2 combustors. 

The research from [120, 309, 310] provided methane shock tube experiments which are carried 

at the high pressures and at high CO2 dilution levels. They found that the ignition delay times 

(IDT) predictions of the detailed Aramco 2.0 mechanism are close to the experimental data. Here, 

it should be noted that, these IDTs are estimated by ideal gas assumption. Also, the effect of real 

gas assumption in sCO2, constant volume reactor simulations to approximate the IDTs is not 

available in literature. Therefore, in the current work, a real gas version of CHEMKIN, i.e., 

CHEMKIN-RG [311] is used to simulate the adiabatic constant volume reactor, Perfectly-Stirred-

Reactor (PSR) and to solve the turbulence chemistry interactions by premixed conditional closure 

(PCMC) method. The CHEMKIN-RG is equipped with EOSs like Ideal gas assumption (IGA), 

van-der-Waals (VDW), Redlich-Kwong (RK), Soave-Redlich-Kwong (SRK) and Peng-Robinson 

(PR).  

It is known that detailed chemical kinetic mechanisms explicitly account for the reaction 

pathways by considering many intermediate species and radicals, however, wide use of these 
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detailed mechanisms is not practical in CFD simulations. It is because every species in the 

mechanism adds an additional conservation equation to be solved along with mass, momentum 

and energy equations. Hence, using detailed mechanism in numerous combustion simulations to 

develop a combustor is not possible with the existing computational resources. Therefore, 

combustion CFD community prefers an equally performing reduced mechanism. There are several 

approached to reducing a detailed mechanism which include techniques of Directed Relation 

Graph (DRG)  [312], Rate-Controlled Constrained-Equilibrium (RCCE) [313], detailed sensitivity 

analysis [314], optimization [315], etc. Detailed reviews on these techniques can be found in 

Tomlin et al. [316], Lu and Law [312], and Beretta et al. [317]. 

Here, SEVEN REDUCED MECHANISMS ARE DERIVED FROM THE SUITABLE 

DETAILED MECHANISM BY USING THE PATH FLUX ANALYSIS METHOD [121], which 

is an extension of the DRG technique. the most SUITABLE REDUCED MECHANISM IS 

IDENTIFIED FROM THESE SEVEN REDUCED MECHANISMS BY COMPARING 

AGAINST PREDICTIONS OF THE DETAILED one. ALSO, THE REDUCED AND DETAILED 

MECHANISMS ARE FURTHER COMPARED FOR PREDICTIONS OF PERFECTLY-

STIRRED-REACTOR (PSR) AND PREMIXED CONDITIONAL MOMENT CLOSURE 

(PCMC) SOLUTION and ignition delay times of constant volume combustor. The PCMC 

procedure considers the interaction of the turbulent dissipation with the reaction progress [270]. In 

the literature [318], PCMC has shown that reduced mechanisms cannot capture the reaction 

pathways which are prominent at different turbulence scales. Therefore, in this work the reduced 

and detailed mechanisms are compared at various turbulent dissipation values as well.  

 

THE EFFECT OF EQUATION OF STATE ON IGNITION DELAY TIMES: 
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As discussed in the introductory section, at supercritical pressures the ideal gas assumption is no 

longer valid to predict the state of a system, because at these pressures the intermolecular forces 

are significant and they must be accounted while calculating the chemical, thermodynamic 

properties and the state of the system. Therefore, choosing an appropriate EOS is very important.  

The extensive work of van der Waals in the late eighteenth century [284] described the first 

approximation of EOS for real gases. The EOS can be broadly categorized into three types, they 

are the 1) virial-type,  2) molecular-based and 3) van der Waal type EOSs [233, 234]. In the current 

work, only the van der Waal type of EOSs are used due to their simplicity. Since, these EOSs are 

empirical by their origin, adopting them to an application requires validation with data. For 

example, some investigations recommend SRK EOS for sCO2, CH4/LOx and kerosene/LOx 

mixtures [39, 277, 294]. Whereas Poschner and Pfitzner [295] recommends PR for H2/O2 mixtures.  

However, the most used EOS are the SRK and PR. More detailed formulations of EOS and 

associated real gas mixture formulations can be found in [39, 228, 311]. Comparing the chemical 

kinetic mechanism with IDTs of shock tube data is one standard practice to validate a chemical 

kinetic mechanism. However, an unanswered question in the literature is “which EOS needs to be 

used to simulate the IDTs of supercritical combustion?”. In the current section, the IDTs are 

calculated by van der Waals type of EOSs by using both the Aramco 2.0 and GRI 3.0 mechanisms. 

Further, the calculated IDTs are compared to understand the effect of EOS on IDTs. Figure 1 shows 

the absolute deviation of simulated IDTs with respect to experiments [120].  Here, the constant 

volume reactor is simulated with CHEMKIN-RG by using various real gas EOS. In Fig. 1, the left 

column of the plot consists of the IDTs calculated by the Aramco 2.0 mechanism while the right 

plot is by the GRI 3.0 mechanism. The vertical axis of each plot represents the absolute deviation 

of the simulated IDTs with respect to experiments. It should also be noted that, each subplot has 
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five absolute deviation values (for five EOSs considered) and also five mean values of those 

absolute deviations. Each row in this plot corresponds to a particular molar ratio of fuel and 

oxidizer used in the shock tube experiments.  

 The subplots (1,1) and (1,2) in Fig. 1 corresponds to stoichiometric hydrogen mixture (mixture-

1, see also Table 3) diluted with CO2. Here, it must be noted that the Aramco 2.0 has better 

performance then GRI 3.0. For the GRI 3.0 mechanism all simulation data points are clearly 

beyond the uncertainty of experiments, which is reported to be 15% [120]. However, for the 

subplot (1,1) some of the EOSs are within the uncertainty limits except SRK EOS. Also, from both 

subplots (1,1) and (1,2) it can be observed that, the estimation of each IDT is significantly different 

from each other.  

The subplots (2,1) and (2,2) in Fig. 1 represent a lean methane mixture (mixture-2) diluted with 

CO2. Here, both the IDTs of Aramco 2.0 and GRI 3.0 are predicting the experimental IDTs 

reasonably good. Also, the selection of EOS is not impacting the IDTs significantly as in the case 

of H2 and O2 mixture (mixture-1). Further, the subplots (3,1) and (3,2) in Fig. 1 represents the 

stoichiometric methane mixture (mixture-3) heavily diluted with CO2. It can be seen that the GRI 

3.0 is poorly predicting the IDTs (compared to Aramco 2.0) and all IDTs predicted by the Aramco 

2.0 mechanism are within the experimental uncertainties. Also, interestingly the IDTs are not much 

impacted by the selection of EOS. The maximum difference among the EOS is less than 10%, 

which is less than the experimental uncertainty. 

The EOS has significant impact on mixture-1, but not on mixtures-2 and 3. The main combustion 

product of mixture-1 is H2O and for mixture-2 and 3 it is both CO2 and H2O. The critical pressure 

of H2O (~220 atm) is approximately three times higher than the CO2 (~74 atm). Hence, the higher 

amount of H2O in the products of mixture-1 increases the resultant mixture critical point. It is 
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known that, the van der Waal’s type EOSs deviate among them largely near to critical point. 

However, in the case of mixtures-2 and 3, the formation of CO2 further reduces the overall critical 

point. Hence, the EOSs has smaller deviation. Also, another reason could be (for mixture-2 and 3) 

that the compressibility factor in real gas equation is closer to unity at higher temperatures, even 

at supercritical pressures [39]. Consequently, at higher temperatures and very high pressures (far 

above from critical point) real gases also behave like an ideal gas. Now, the practice to estimate 

the IDTs from shock tube experiments, to interpolate a tangential line to OH time history profile 

and the intersection of this line with abscissa is identified as an IDT. In general, this tangent pass 

through a series of high temperature points and due to this the real gas EOSs predictions for 

mixture-2 and 3 are not significantly deviating from IGA.  

Therefore, as far as the constant volume reactor IDTs are concerned (for mixture-2 and 3), the 

equation of state does not have a notable effect, because the deviation of real gas IDTs are within 

15%  from the IGA IDTs. Over all, in this section it is re-confirmed that the performance of the 

Aramco 2.0 mechanism is better (compared to GRI 3.0) for estimating the supercritical CO2 shock 

tube experiments. Therefore, in this work, reduced mechanisms are derived from the Aramco 2.0 

mechanism for use in sCO2-CFD simulations.  

 

REDUCED MECHANISMS 

As discussed in the introductory section, the usage of detailed mechanisms in CFD simulations 

is not practical due to associated expensive computational power. Therefore, a reduced accurate 

mechanism is of much interest to the combustion CFD community. An automated computer 

program called  CHEM-RC from the work of [121, 122] is used in order to reduce the mechanism 

to a small number of species. This computer model uses the Multi-Generation Path Flux Analysis 
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(PFA) method to identify the important species to the targeted species. The PFA method is an 

extension of Direct Relation Graph (DRG) method and Direct Relation Graph with Error 

Propagation (DRGEP) methods [123] and proven to capture better flux . The previous section 

confirms that Aramco 2.0 mechanism is better suitable for sCO2 simulations compared to GRI 3.0. 

Therefore, the Aramco 2.0 mechanism is used as a source for further reduction process.  The full 

Aramco 2.0 mechanism consists of 493 species and 2714 reactions for fuels up to C6. A total of 

five reduced mechanisms are generated from this detailed mechanism by using CHEM-RC by 

varying the threshold values (a parameter used in PFA to choose the reaction paths). The higher 

the threshold value the smaller will be the reduced mechanism. The detailed information on the 

threshold value can be found in [121]. Also, various mixtures from lean to rich and moderate to 

highly CO2 diluted conditions have been given to CHEM-RC as inputs (conditions shown in Table 

1). The smaller the number of species, the lower will be the computational time for CFD 

simulations. Therefore, initially the reduction process started with a 15-species mechanism and the 

threshold values in CHEM-RC were reduced gradually to obtain all the necessary species which 

are needed to validate the targeted mixture conditions. Here, the performance of a reduced 

mechanism is compared with respect to the detailed Aramco 2.0. In the current work, the 

performance of the seven reduced mechanisms, namely, 15-species, 16-species, 19-species, 21-

species, two 22-species and 23-species is discussed. 
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Figure 1: Comparison of sCO2 shock tube ignition delay times [120] with the Aramco 2.0 and 

GRI 3.0 by various EOSs 

 

The species in these mechanisms are tabulated in Table 2. Here, it should be noted that, the two 

22 species mechanisms as mentioned in the table are derived from the 23-species mechanism by 

removing C2H3 and CH3OH respectively. Basically, this test has been performed to understand the 

importance of these species in estimating the IDTs at lean conditions.  

Figure 2 shows the comparison of IDT estimation of reduced mechanisms against those of the 

detailed mechanism for mixture-3 (stoichiometric mixture). It should be mentioned that the IDTs 

are estimated based on IGA EOS. Here, IGA EOS is used because, as discussed in the previous 

section, significant effect of real gas EOSs is not observed for mixture-2 and 3. It should be noted 

that the vertical axis is shown in logarithmic scale because the IDTs of the 15-species mechanism 

are deviating largely from the detailed mechanism predictions. Every other mechanism is 

performing very close to the detailed mechanism. The 16-species and 15-species mechanisms 

differ only by the species hydrogen peroxide (H2O2) and its associated reactions. Interestingly, this 

one species has changed the prediction of IDTs by as much as 50 times. The main reason is that 

for auto ignition of hydrocarbon and oxygenated fuels, the hydrogen atom (H) abstraction by 

hydroperoxyl radical HO2  (forming H2O2) is an important reaction class in the autoignition  of  

fuels,  particularly  at  low-to-intermediate  temperatures in the range 600-1300 K [124]. The role 

of the hydroperoxide radical, HO2, in high-pressure ignition phenomena is well established as is 

the role of hydrogen peroxide decomposition [125].  
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A rate of production (ROP) and sensitivity analysis at stoichiometric, low temperature 

conditions is shown in Fig. 3. It illustrates that the reaction R1 is the second prominent reaction 

for CH4 consumption:  

 

CH4+HO2 CH3+H2O2 ………(R1) 

 

Figure 4 corresponds to mixture-2, 16-species mechanism and for the case where the initial 

temperature is 1100 K and pressure is 285.5 atm. The calculated IDT for this case is around 320 

μs. However, Fig.4 shows that, the H2O2 is formed in the constant volume reactor even before 

auto-ignition starts and interacts with CH4 through R1.  Therefore, the omission of H2O2 in the 15-

species mechanism has significantly delayed the interaction of CH4 and HO2 and delayed the 

methane consumuption and formation of CH3, hence the IDTs are delayed. Also, it must be noted 

that the accumulated H2O2 reacts with “+M” to produce two OH radicals and it is responsible for 

the bulk of heat release at high-pressure and high-temperatures. The detailed description of this 

phenomenon can be obtained in [125].  

 

H2O2(+M) OH+OH (+M) ………(R2) 

 

Therefore, the 16-species as shown in Table 2 are the minimum required in a reduced mechanism 

to estimate the IDTs of a highly CO2 diluted, stoichimetric methane mixture. Also, there could be 

possibilities of reducing the species number further by other mechanism reduction methods than 

PFA (e.g., [126, 127]). But, it must be remembered that the PFA method in this analysis is 
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considered to capture the maximum path flux during the reduction process. Hence, other methods 

are not explored. 

Further, the 15-species mechanism is not considered during IDTs comparison of lean mixture 

(mixture-2) and hydrogen mixture (mixture-1). 

Figure 5 compares the lean mixture (mixture-2) IDTs estimated by 16, 19, 21, two 22-species 

and 23-species mechanism with those of the detailed mechanism. It is interesting to note that none 

of the reduced mechanisms below or equal to 21 species are able to predict the lean mixture IDTs. 

The 16 and 19-species mechanisms estimate almost similar IDTs. Further, the addition of two more 

species C2H5 and CH2OH species to 19-species mechanism has slightly delayed the IDTs. 

However, this 21-species mechanism is still far from the detailed mechanism predictions and 

shows faster ignition. At the same time, the 23-species mechanism is predicting the IDTs of 

mixture-2 almost same as the detailed Aramco 2.0 mechanism. The two additional species in the 

23-species mechanism compared to 21-species mechanism are CH3OH and C2H3. These two 

species significantly delayed auto-ignition under lean conditions and matches the 23-species 

mechanism prediction with the detailed Aramco 2.0 (when compared to the predictions from the 

21-species mechanism). 

 

 

Table 1: The parameters chosen used in CHEM-RC to reduce the mechanism 

CHEM-RC 

parameters 

Value chosen 

Mixture conditions  CH4/O2/CO2 
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7. 1/2/35 (stoichiometric- high CO2 

dilution) 

8. 1/2/16.5 (stoichiometric- low CO2 

dilution) 

9. 1/2.5/40 (lean- high CO2 dilution) 

10. 1/2.5/20 (lean- low CO2 dilution) 

11. 1/0.84/20 (rich-high CO2 dilution) 

12. 1/0.84/10 (rich-low CO2 dilution) 

Threshold values 0.50 to 0.95 

Initial temperature 800 K to 1500 K 

Pressure 250 atm. to 350 atm. 

Table 2: The list of species in the reduced mechanisms 

Species. 

No 

23 

species 

22 species  

(with 

CH3OH) 

22 species 

(with 

C2H3) 

21 

species 

19 

species 

16 

species 

15 

species 

1 H2 H2 H2 H2 H2 - - 

2 H H H H H H H 

3 O2 O2 O2 O2 O2 O2 O2 

4 O O O O O O O 

5 H2O H2O H2O H2O H2O H2O H2O 

6 OH OH OH OH OH OH OH 
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7 H2O2 H2O2 H2O2 H2O2 H2O2 H2O2 - 

8 HO2 HO2 HO2 HO2 HO2 HO2 HO2 

9 CO CO CO CO CO CO CO 

10 CO2 CO2 CO2 CO2 CO2 CO2 CO2 

11 CH4 CH4 CH4 CH4 CH4 CH4 CH4 

12 CH3 CH3 CH3 CH3 CH3 CH3 CH3 

13 CH3O2H CH3O2H CH3O2H CH3O2H CH3O2H CH3O2H CH3O2H 

14 CH3O2 CH3O2 CH3O2 CH3O2 CH3O2 CH3O2 CH3O2 

15 CH3OH CH3OH - - - - - 

16 CH3O CH3O CH3O CH3O CH3O CH3O CH3O 

17 CH2OH CH2OH CH2OH CH2OH - - - 

18 CH2O CH2O CH2O CH2O CH2O CH2O CH2O 

19 HCO HCO HCO HCO HCO HCO HCO 

20 C2H6 C2H6 C2H6 C2H6 C2H6 - - 

21 C2H5 C2H5 C2H5 C2H5 - - - 

22 C2H4 C2H4 C2H4 C2H4 C2H4 - - 

23 C2H3 - C2H3 - - - - 
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Figure 2: Comparison of IDTs (stoichiometric mixture) of the detailed Aramco 2.0 and reduced 

species mechanisms  

 

Figure 3: The absolute rate of production of CH4 and sensitivity of CH4 and H2O2 at Tinl=1100 K, 

Pinl=285.5 atm and 50% consumption 
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Figure 4: Production of OH and H2O2 during stoichiometric constant volume combustion for 

mixture-2 at Tinl=1100 K, Pinl=285.5 atm. 

 

It is interesting to understand how these two species (CH3OH and C2H3) are causing mixtures 

to ignite later. Therefore, each species is removed from the 23-species one at a time to make two 

new mechanisms (2-species as listed in Table 2). The IDTs predicted by these two 22-species 

mechanisms are also shown in Fig. 5. It can be observed that, the contribution of C2H3 in delaying 

the ignition is much more than the CH3OH. But, as it can be observed from Fig. 5, the 22-species 

mechanism with C2H3 alone is not sufficient to predict IDTs within the 15% uncertainty. Therefore, 

it can be concluded that these two species are very important for lean sCO2 mixtures. 
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Figure 5: Comparison of lean mixture IDTs of the detailed Aramco 2.0 and reduced species 

mechanisms  

 

Figure 6 compares IDTs of the stoichiometric H2 mixtures with those of the detailed Aramco 

2.0 predictions. The 19-species mechanism can capture IDTs on par with the detailed one. Thus 

the 19-species mechanism is sufficient for the H2 mixtures selected in the current study.  

From this analysis, it can be concluded that, minimum 16 species are required for predicting 

the stoichiometric CH4 and high CO2 diluted mixtures. Further, 19 species are required for 

supercritical H2 mixtures and 23 species are required for lean CH4 mixtures with high CO2 

dilution. The 23-species mechanism has better IDT prediction capabilities compared to all other 

reduced mechanisms discussed in this work. The average deviation of the IDTs calculated by 

23-species mechanism with respect to those of the Aramco 2.0 mechanism is less than one 

percent. 
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Figure 6: Comparison of stoichiometric H2 mixture IDTs of the detailed Aramco 2.0 and reduced 

species mechanisms 

 

PERFECTLY STIRRED REACTOR SIMULATION 

 From the previous analysis the 23-species mechanism is identified as the appropriate 

reduced mechanism for sCO2 combustion simulations. In this section, the performance of the 23-

species mechanism is compared with the detailed Aramco 2.0 mechanism while simulating a 

perfectly-stirred-reactor (PSR). The PSR simulation is a zero-dimensional simulation which is 

used as a tool for gas-turbine combustor development since the 1950s. The primary zone of the 

combustor can be simulated with the PSR [128]. In this section, various possible CO2 dilution 

levels and methane-oxygen equivalence ratios in the primary zone are simulated by using a PSR 

model in CHEMKIN-II. The SRK EOS [39] is considered in the simulation by using CHEMKIN-

RG. The inlet temperature of the reactor is 1000 K, pressure is 300 atm.  

 Figures 7 and 8 show a comparison of the detailed and 23-species mechanisms when they 

are applied to a PSR. The horizontal axis of the Fig. 7 represents the residence time in the PSR and 

the vertical axis represents the exit temperature of the PSR. Here, stoichiometric CH4 and O2 at 
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1000 K are diluted by 60 to 90 percent CO2 by mass. The results show that, at all dilution levels, 

the predictions by both detailed and reduced mechanisms yield the same PSR exit temperature (the 

average deviation between the reduced and the detailed mechanisms are less than 0.5 percent).   

 

Figure 7: PSR exit temperature comparison of detailed Aramco 2.0 mechanism with the 23-species 

one at stoichiometric CH4/O2 ratio and at various CO2 dilution levels. 

 

Figure 8 shows the PSR simulation comparison at various equivalence ratios (ϕ). Here, at each 

equivalence ratio the percentage of CO2 dilution is kept constant at 90 percent and the residence 

time as one millisecond. The results show that, the accuracy of 23-species mechanism is a little 

less in lean conditions compared to stoichiometric and rich conditions. However, the maximum 

deviation is observed at ϕ=0.8 and is 2.1 percent which is not considered as significant.  
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Figure 8: Comparison of detailed Aramco 2.0 mechanism with the reduced 23-species mechanism 

at various equivalence ratios of CH4/O2 at ninety percent CO2 dilution level at one millisecond 

residence time. 

EFFECT ON TURBULENCE INTERACTION 

The Conditional Moment Closure (CMC) turbulent combustion model was developed by [319] 

for non-premixed flames. Later, it was extended by to premixed flames as PCMC [270]. The 

PCMC models the effects of all turbulence scales on the reaction rates. The detailed information 

of the PCMC can be found in the above-mentioned literature. It is shown that; the smaller turbulent 

scales significantly alter the reaction pathways. The turbulence effects on the combustion 

phenomenon will be significantly discarded if the reduced mechanism does not account the 

influential pathways at smaller turbulent dissipation values[318].  

The 0D, PCMC model as shown in Eq.1, is a premixed turbulent combustion model which 

conditions the species mass fractions on the reaction progress variable (RPV) and closes the 

chemical source terms in the enthalpy equation with conditioned reaction rates [270]. In other 

words, the PCMC can estimate all the species mass fractions involved in combustion as the 

reaction progresses from unburnt to fully-burnt conditions, at various turbulence levels by solving 
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a second order, non-linear ordinary differential equation for each species with a two-point 

boundary value problem solver. Here the PCMC is solved with the real gas assumption. The SRK 

EOS is considered for the simulation. The unburnt mixture in this simulation consists of 

stoichiometric methane and oxygen, 90% of the mixture is CO2 by mass. Also, the initial 

temperature and pressure are 1000 K and 300 atm. 

 

The PCMC equation is: 

 

�𝜌̅𝜌𝑁𝑁��𝜁𝜁�𝑄𝑄�𝑖𝑖
′′ − �𝜌̅𝜌𝑆̃𝑆𝑐𝑐�𝜁𝜁� 𝑄𝑄�𝑖𝑖

′ + �𝜌̅𝜌𝜔𝜔�̇𝑖𝑖�𝜁𝜁� =  0                (1) 

 

Here, 𝜌̅𝜌 is the density, 𝑁𝑁�|ζ is the conditioned scalar dissipation (level of small scale turbulence), 

𝑆̃𝑆𝑐𝑐|𝜁𝜁 is the conditioned source term for the RPV Eqn., 𝜔𝜔�̇𝑖𝑖|𝜁𝜁 is the conditioned reaction rate and 

𝑄𝑄�𝑖𝑖 are the conditioned mass fractions and the derivatives are with respect to the RPV [15]. 

  Figure 9 shows the comparison of the PCMC solution with both detailed and reduced 

Aramco 2.0 mechanisms. The horizontal axis of each subplot in Fig. 9 corresponds to the RPV. 

The scale represents unburnt condition when RPV is zero and fully burnt condition when RPV is 

one. The vertical axis of each subplot represents mass fraction of a species. Here, the mass fractions 

of five species, CH4, CO, CH2O, C2H6 and OH has been shown with respect to the RPV. Each 

column in Fig. 9 corresponding a species and each row correspond to a turbulent dissipation value. 

Here, three turbulent dissipation values (N 1/s), 10000, 100 and 0.1 are presented. For larger N, 

for CH4, the PCMC solution is just a straight line. It represents that, the reaction is following a 

single step pathway at higher N. However, as N decreases, the CH4 profile is curved more implying 

that the CH4 disintegration follows more complex reaction paths. Here, it must be noted that the 
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CH4 disintegration is very well predicted by the 23-species mechanism on par with the detailed 

mechanism. Also, the intermediates and radicals, CO, CH2O, C2H6 and OH mass fraction are 

increasing as the N value deceases. These variations are also predicted well by the 23-species 

mechanism. Though, it appears there is a deviation in the mass fractions at N=0.1, the difference 

is not significant. Note the difference in the y-axis scales for the different N values. 

 Figure 10 shows a comparison of the source term (Sc) between the detailed Aramco 2.0 

mechanism and the reduced 23-species mechanism at various turbulent dissipation values. In the 

PCMC, the source term represents the non-dimensional reaction energy release per second. At N 

value 10000, the peak of the source term is towards the right side of the plot and it represents the 

maximum rate of energy releases towards the end of the reaction. However, at lower N the peak 

value moves towards the left. This trend is very well predicted by the 23-species mechanism. 
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Figure 9: Comparison of detailed and reduced (23-species) Aramco 2.0 mechanisms at various 

turbulent dissipation values. 
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Figure 10: The comparison source term (Sc) estimated by detailed and reduced (23-species) 

Aramco 2.0 mechanisms at various turbulent dissipation values. 
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CONSTANT VOLUME SIMULATIONS 

In this section, the 23-species and detailed Aramco 2.0 mechanisms are compared by using IDTs 

in constant volume reactor. Here, four mixture conditions (In addition to Mixture-1,2 and 3) are 

considered for comparison and each mixture has five initial temperature conditions varying from 

1000 K to 1500 K. The temperature range chosen here corresponds to the approximate inlet and 

outlet temperatures of the sCO2 combustion chamber. Also, these mixture conditions consist of 

two stoichiometric ratios, one lean and rich equivalence ratios.  

The IDTs are shown in Fig. 11, which shows that, both the detailed Aramco 2.0 and 23-species 

mechanisms are predicting approximately the same IDTs. The maximum difference observed 

between both the predictions is less than 2%.  

 

Table 3: Mixtures considered for comparing IDTs in constant volume combustion chamber 

Initial Mixture Mole ratios of 

fuel/O2/CO2 

Mixture 1-H2/O2/CO2 10/5/85 

Mixture 2- CH4/O2/CO2 3.91/9.92/86.17 

Mixture 3- CH4/O2/CO2 7.5/15/77.5 

Mixture 4- CH4/O2/CO2 1/2/26.7 

Mixture 5- CH4/O2/CO2 1/2/9 

Mixture 6- CH4/O2/CO2 1/4/15 

Mixture 7- CH4/O2/CO2 1/1.33/9 
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Figure 11: Comparison of the Aramco 2.0 and 23-species mechanism in terms of ignition delay 

times estimation in a constant volume combustion chamber. 

 

CONCLUSIONS 

The conceptual sCO2 power cycle technology development has been gaining the attention of 

research and development due to its promise for high efficiency and CO2 capture with compact 

foot-print. The extreme high pressure operating conditions of the direct-fired sCO2 combustor 

makes the experimentation costlier, dangerous and time consuming and simulation tools play a 

major role. In the current work, a comparison is made between the Aramco 2.0 and GRI 3.0 

mechanism by using various van der Waal’s type of equations to predict the ignition delay times 

of a shock tube. From this analysis, the Aramco 2.0 mechanism is confirmed to be a better accurate 

mechanism available for sCO2 combustion applications.  After that, a 23-species reduced 

mechanism has been developed from Aramco 2.0 mechanism by using the path-flux-analysis 

method (PFA) by employing the CHEM-RC tool. The conclusions of this research are as follows. 
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7) The equation of state is found to have no impact on estimating ignition delay times of 

supercritical CH4/O2/CO2 mixtures unlike supercritical H2/O2/CO2 mixture considered in 

this work. It may be because, in H2/O2/CO2 mixture, the main product of combustion, i.e., 

H2O is shifting the critical point of the mixture towards the testing pressure.  

8) The CH4+HO2CH3+H2O2 is very crucial in the prediction of auto ignition under sCO2 

conditions, because methane decomposes into CH3 and H2O2 by this reaction even before 

the actual ignition starts. 

9) The species C2H3 and CH3OH and their associated reactions are very important in 

predicting the lean auto ignition.  

10) The 16-species mechanism identified in this work is sufficient to recognize the ignition 

delay times of the stoichiometric conditions. However, for identifying lean conditions at 

least a 23-species mechanism is required. Also, the 19-species mechanism is needed in 

predicting the ignition delay times of stoichiometric sCO2 hydrogen mixtures.  

11) The 23-species mechanism presented in this work is performing on par with the detailed 

Aramco 2.0 mechanism in-terms of ignition delay times, perfectly stirred reactor estimation 

under various CO2 dilutions and equivalence ratios, and prediction of turbulence chemistry 

interactions.  

Current work provides the crucial reduced kinetic mechanism needed for the design and analysis 

of sCO2 combustors using computational fluid dynamic codes. Future work will include 

incorporating the reaction kinetics data obtained from theoretical calculations at supercritical 

combustion conditions as well as testing the performance of reduced mechanisms against 

experimental data as they become available. 
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NOMENCLATURE 

 
CHEMKIN-RG   CHEMKIN for real gases [269] 
CMC      Conditional Moment Closure 
EOS       equation of state 
IDT        ignition delay time 
N        turbulent dissipation rate 
PCMC                   Premixed Conditional Moment Closure  
                                  code [270] 
PFR       plug flow reactor 
PSR       perfectly stirred reactor 
RPV       reaction progress variable 
RK        Redlich-Kwong Equation of state 
SRK       Soave-Redlich-Kwong Equation of state 
sCO2      supercritical CO2 
sO2       supercritical O2 
vdW       van der Waals Equation of state 
𝜌̅𝜌        density 
𝑁𝑁|ζ       conditioned scalar dissipation  
𝑆̃𝑆𝑐𝑐|𝜁𝜁       conditioned source term for RPV 
𝜔𝜔�̇𝑖𝑖|𝜁𝜁       conditioned reaction rate  
𝑸𝑸�𝒊𝒊        conditioned mass fraction 
𝝓𝝓        equivalence ratio 
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APPENDIX 3 A Strategy of Reactant Mixing in Methane Direct-Fired sCO2 

Combustors 

The supercritical CO2 (sCO2) power cycle is an emerging technology which could address both 

environmental concerns and energy demands. The four prominent features of this power cycle are: 

1) the high expected cycle efficiency compared to corresponding HE, AR and steam cycles, 2) 

compactness of the overall power plant, 3) complete capture of CO2 and 4) the wide applicability 

over all power producing applications [10]. Conceptually, the sCO2 power turbine is approximately 

50 times smaller in size compared to conventional power turbines for the same power output [56]. 

However, there are many challenges involved in practical development of such turbines and power 

plant components at full scale.  

This cycle uses supercritical CO2 as the working fluid, therefore, CO2 produced by the direct-

fired, oxy-methane combustion power cycle can be recirculated within the same cycle loop and 

the excess supercritical CO2 from the cycle can be used for other commercial purposes [10]. 

However, current state-of-art peak operating pressures for sCO2 combustor is approximately 300 

atm. [10] and the level of CO2 dilution in the combustor is more than 95% percent by mass. At 

these extreme pressure and dilution conditions, experiments and testing is expensive, time 

consuming, and dangerous. Also, the traditional natural gas turbine combustor uses air as the 

oxidizer, whereas the sCO2 combustor uses pure oxygen as the oxidizer [10]. Here, the presence 

of sCO2 at 300 atm. shows a different dilution effect on combustion phenomenon than N2 due to 

significant differences in their thermo-chemical properties. Therefore, the mixing strategies, 

ignition and blowout conditions are expected to be considerably different. Therefore, accurate 

simulation tools play a major role in the initial design aspects of the sCO2 combustor development. 

As per the available literature, guidelines for designing and modeling sCO2 combustors are 
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minimal [320-323] and still there is a need for testing a large number of combinations of initial 

operating conditions and design strategies before successfully constructing an efficient methane-

sCO2 combustor.  

During the initial development of a combustor, even finalizing the design based on 3-D 

simulations is a tedious task because a wide range of operating conditions or strategies needs to be 

tested. Therefore, initial domain of operating conditions or strategies can be minimized by accurate 

0-D and 1-D simulations. Further, the detailed 3-D simulations and experiments can be carried 

based on the directions of the 0-D and 1-D analysis.  

The current paper investigates the suitable reactant mixing strategies for sCO2 combustors by 

0-D and 1-D analysis. It should be noted that, in this paper the “mixing strategy” refers to the 

reactant mixing composition and temperature. For the primary zone, a total of 35 stoichiometric 

mixing strategies are considered in this work as discussed in the modeling section and a suitable 

strategy is identified among them. Further, the equivalence ratio is varied between stoichiometric 

to lean to identify the most efficient mixing strategy for sCO2 combustor primary zone. Here, a 

total of six design criteria have been chosen to eliminate the incompatible strategies as follows: 1) 

The primary zone blowout residence time, 2) primary zone reactor residence time, 3) primary zone 

reactor exit temperature, 4) primary zone aspect ratio, 5) primary zone scalability with respect to 

an equal power combustor, and 6) the rate of CO, O2 and CH4 consumption in the dilution zone. 

Though, the sixth criterion is a phenomenon which is observed in the dilution zone, it is relevant 

and depends on the percentage of CO2 dilution in the primary zone. All of the above mentioned 

criteria is discussed in the following sections.  

 Perfectly-stirred reactor (PSR) modeling was extensively used in the 1950s to guide the 

development of gas turbine combustors and ramjets [128, 324, 325]. Also, complete gas turbine 
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combustor performance analysis was carried out by coupling plug-flow reactor (PFR) and PSR 

models [326-328]. It should be noted that, though the actual combustion chamber can be simulated 

by multiple PSR and PFR combinations [326], here only a single PSR and PFR combination is 

used because the main objective of this paper is not to simulate a particular combustor but to reduce 

the initial domain of operating strategies. Therefore, the results shown in this paper are qualitative 

in nature.  

  In the current work, the real gas version of CHEMKIN, i.e., CHEMKIN-RG [311] is coupled 

with existing FORTRAN PSR and PFR codes [329, 330]. The CHEMKIN-RG is equipped with 

equations of state (EOSs) such as van-der-Waals (VDW), Redlich-Kwong (RK), Soave-Redlich-

Kwong (SRK) and Peng-Robinson (PR). These EOSs are empirical in nature and adopting them 

to an application needs validation. The work of [321] illustrated that the SRK EOS is a more 

accurate EOS for constant pressure sCO2 combustion applications. Therefore, the SRK EOS is 

used in this work to simulate along with the detailed Aramco 2.0 mechanism.  

This work is organized as follows: First, a better reactant mixing strategy is identified for the 

primary zone i.e. a combination of suitable primary CO2 dilution level and temperature for a 

stoichiometric CH4 and O2 stream. The readers should note that important conclusions about the 

scalability of the combustor are drawn during this analysis. Further, the products of the primary 

zone (calculated based on the better primary mixing strategy) are allowed to react in three chosen 

dilution chamber configurations. It is known that the better dilution configuration must promote 

the consumption of CO, O2 and CH4. Therefore, based on the rates of CO, O2 and CH4 consumption 

over a given length of the dilution zone, a suitable dilution configuration is identified. In this 

analysis it is seen that, the exit CO levels from the dilution zone are relatively high. Therefore, the 

effect of lean combustion is studied further to identify the minimum amount of leanness that can 



Appendices 266 
 

be used in sCO2 combustor in order to consume CO completely. It is known that; the lean 

combustion adds additional O2 separation cost in the sCO2-plant maintenance hence in a 

companion paper (GT2018-75557) strategies are discussed to use the additional O2 effectively in 

the sCO2 combustor.  

 

MODELING 

A conventional gas turbine consists of air compressor, combustor and turbine in series. Incoming 

air is compressed by the compressor before supplying to combustor where it is mixed with fuel. 

Also, only the required amount of air is mixed with fuel in the primary zone (PZ) of the combustor 

for effective combustion and the remaining air is used to dilute the hot gases in the dilution zone 

(DZ) before entering the turbine (see Fig. 1). However, in the direct-fired sCO2 plant compressor 

pressurizes CO2, and fuel (methane) and oxidizer (oxygen) are injected directly into the combustor. 

One of the questions is how much CO2 needs to be mixed with the reactants in the primary zone 

and at what temperature, i.e. the mixing strategy of the sCO2 combustor? An attempt is made in 

this work to provide initial directions to designers and modelers from a combustion chemical 

kinetics point of view. As discussed in the introductory section, the 0-D PSR and 1-D PFR models 

are used to model the sCO2 combustor. A schematic diagram is shown in Fig. 1 to explain the 

modeling of the sCO2 combustor by coupling PSR and PFR.  Here, the primary zone (PZ) or the 

recirculation zone is modelled as a PSR reactor and the dilution zone (DZ) is modeled as a PFR 

reactor.  
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Figure 1: Modeling of sCO2 combustor by PSR and PFR. 

 

The PSR modeling assumes that reactants form products instantaneously, which is not the case 

in a real case where there are three time scales: The time for reactant gross mixing, the time for 

auto ignition, and the time associated with the molecules to enter and exit the reactor. The PSR 

modeling account only for the last one (called the residence time of the reactor), while the first two 

are assumed to take place at infinite time scales. It should be noted that, in-spite of not considering 

the former two time scales, the PSR and PFR coupling can be considered as a powerful tool to 

simulate real gas turbine combustors [326]. A highly turbulent recirculation zone reduces the first 

two time scales. In this study, it is assumed that the primary zone of the modelled sCO2 combustor 

is highly turbulent, having strong recirculation so that the product formation is almost 

instantaneous. Detailed information of PSR and PFR formulations and programming can be found 

in refs. [327, 329, 330]. 

As mentioned earlier, one important characteristic of the sCO2 power cycle concept is its 

compactness. The size of the sCO2 turbine is almost 50 times smaller than the conventional turbine 
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for the same power output [331]. The approximate scalability of sCO2 combustors is not reported 

in the literature until this work. For this purpose, a standard industrial combustor GE LM2500 is 

considered as a reference. The specifications of this reference combustor model is shown in Fig. 

2. 

 

Figure 2: PSR and PFR model specifications for GELM2500 [327] 

 

To design a sCO2 combustor of 25 MW power, first the fuel flow rate entering the combustor 

must be defined for the sCO2 combustor. In the current study, methane (with corresponding O2 

added stoichiometric) flow rate is defined in such a way that the efficiency of the entire plant is 

60%. Also, methane and oxygen constitute only 5% of the total mass flow rates (remaining is CO2). 

Only a portion of CO2 is mixed in the PSR and the remaining is used to dilute the products (from 

PSR output). Further, the area of cross section of the sCO2 combustor is chosen based on the 

corresponding Mach number of the GE LM2500 at the inlet. The Mach number is the important 

criteria for primary zone of a combustor and any change in its value (in the primary zone) 

significantly affects the combustor pressure losses. In general, the Mach number at the inlet of the 

primary zone is 0.02 to 0.05, however, based on the available data, the Mach number at the primary 

zone of GE LM2500 inlet is calculated to be 0.064 (the cross-sectional area of the sCO2 combustor 
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is calculated based on this Mach number). Another constraint used in this study is the PSR fuel 

consumption efficiency. The PSR fuel consumption efficiency is defined as the ratio of fuel flow 

rate at the exit to the fuel flow rate into the PSR. It is found that for the GE LM2500 combustor, 

this efficiency is 99.99 percent and in this work the residence times in PSR are varied to achieve 

this efficiency.  

 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 �𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹� = 1 −
(𝑚̇𝑚𝐶𝐶𝐶𝐶4)𝑃𝑃𝑃𝑃𝑃𝑃 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

(𝑚̇𝑚𝐶𝐶𝐶𝐶4)𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
   (1) 

   

The solution from PSR is used as the input to PFR for simulating the dilution zone. In an actual 

combustor, the dilution zone has multiple holes around the circumference and length to dilute the 

hot gases before reaching the turbine. Therefore, the actual dilution zone must be simulated by 

considering a series of PFRs. However, since the main objective of this paper is qualitative design 

directions for detailed CFD and experiments, only a single PFR is considered (two PFRs are used 

in the section where the dilution zone configurations are investigated). 

One of the main tools for any combustion simulation is an accurate chemical kinetic 

mechanism. Recent research from [37, 120, 309] provided methane shock tube experiments which 

are carried at the high pressures and at high CO2 dilution levels. They found that the ignition delay 

times (IDT) predictions of the detailed Aramco 2.0 mechanism are close to the experimental data. 

The detailed Aramco 2.0 mechanism used in this study is tailored for C1-C2 compounds (73 

species and 426 reactions).  

Another important aspect which needs attention while simulating supercritical combustion is 

an accurate equation of state. It is understood that at 300 atm. pressure using the ideal gas 

assumption would lead to a significant deviation of approximately 7.5% in calculating density 
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[321]. Therefore, usage of ideal gas assumption at supercritical pressures is not valid to predict the 

state of a system, because at these pressures the intermolecular forces are significant and they must 

be accounted for while calculating the chemical and thermodynamic properties, and state of the 

system. The work of [4] illustrated that the SRK EOS is a more accurate EOS for constant pressure 

sCO2 combustion applications and was chosen here as well. As discussed in the introductory 

section, the CHEMKIN-RG is coupled with the CHEMKIN-II PSR and PFR codes to consider the 

real gas effects in the simulation.  

As shown in Fig. 3, five levels of CO2 dilution are considered in the primary zone or the PSR. 

The total CO2 in the cycle is 95% percent by mass. So, the rest of the CO2 mass is directed into 

the dilution zone or PFR. Also, each PSR dilution level is considered at seven inlet temperatures 

ranging from 700 K to 1000 K (at 300 atm.). Hence, in total 35 possible sCO2 operating conditions 

are tested in the current study. 

 

Figure 3: The tree diagram which shows inlet operating conditions tested for the sCO2 combustor 

design. 

 

RESULTS AND DISCUSSION 

 

THE REACTANT MIXING STRATEGY IN PRIMARY ZONE:  
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In this section, unsuitable operating conditions for sCO2 combustors are eliminated from 35 

conditions shown in Fig. 3 by the six criteria listed in the introductory section of this paper. The 

first criterion is the blowout residence time. The blowout characteristics are the important and 

provides preliminary guidelines for the design of continuous flow combustion systems. Blowout 

generally refers the minimum residence time or the maximum flow rate beyond which the flame 

cannot sustain. The flow rate and the residence time are inter-related by the formula shown in Eq. 

2. In the current work, the analysis is carried out for a fixed power output i.e. 25 MW and total 

cycle efficiency is sixty percent (assumed) [10]. Hence, the total flow rate is a fixed quantity, 

however based on the level of CO2 mixing in the primary zone the flow rate into the PSR will vary.  

 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

    (2) 

 

Figure 4 shows the PSR blowout limits for various primary zone inlet CO2 dilution levels and 

temperatures. Here, 5 levels of dilutions are shown between 0 to 95% of CO2 by mass. The vertical 

axis in Fig. 4 is representing the PSR blowout residence times on a logarithmic scale.  Figure 4 

illustrates that at zero percent dilution level, the order of residence times are 10-8 seconds and the 

volume requirement of the reactor is in the order of 10-3 cm3 (volumes are not shown in the figure). 

The order of the time scale and the volume shows that the operation of combustor at zero percent 

CO2 dilution level is hazardous from the safety point of view i.e. any leakage would lead to rapid 

ignition. Also, at the zero percent CO2 dilution level the order of temperature yield is 

approximately around 3500 K, which is very large for material specifications (maintaining this 

temperature in the combustor is not practical). Therefore, all the operating conditions at 0% CO2 
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dilution level can be eliminated as not suitable for sCO2 combustor design. In general, the order 

of total residence time in the combustor (PSR and PFR together) is in the order of 3-8 milliseconds. 

However, in Fig. 4, only 30% and 40% dilution levels have this order of blowout residence time. 

The blowout residence times for 60% and 90% dilution levels are very high and they are almost 

10-100 times more than the total residence times inside a conventional combustor. In general, a 

factor of safety is considered for the blowout residence time while designing the combustor, hence, 

it is obvious to expect huge volume of the combustion chamber at higher PSR dilution levels (like 

60% and 90%).  

 

Figure 5 displays the relation between the volume of the PSR to its 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 (the PSR fuel 

consumption efficiency is defined in Eq. 1). Each curve represents a temperature as mentioned in 

the color legend. The solid lines correspond to 95% CO2 while the dashed ones are for 60% CO2 

dilutions. The lower most point of each curve in this plot provides the 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 at the blowout 

volume. It is clear that the 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 is very poor at the blowout volume. This implies that volume 

needs to be increased to achieve this efficiency equal to that of the GE LM2500 combustor. As 

mentioned in the modeling section, the 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 for GE LM2500 is 99.99%. In Fig. 5, it can be 

seen that, the amount of PSR volume required for 95% and 60% CO2 dilution levels to achieve the 

99.99% 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 is very large. The 80% of fuel can be burnt within a relatively smaller volume, 

however, achieving the efficiency beyond this value needs a very large volume (the curve beyond 

80% has a very small slope). 
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Figure 4: The PSR blowout limits under various inlet operating conditions. 

 

Figure 5: The relation between volume and PSR fuel consumption efficiency for PSR. 

 

In the previous two paragraphs, it is seen that all temperature conditions under zero percent 

primary CO2 dilution are unsuitable for the sCO2 combustor design. In further analysis PSR 

residence time, PSR temperature, primary zone aspect ratio and scalability are taken into account 

for identifying satisfactory operating conditions.   
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The sCO2 turbines are conceptually 50 times smaller than conventional turbines for the same 

power output due to the fact that at 300 atm pressure the working fluid will have a density almost 

50 times higher.  But, the possible scale down of the sCO2 combustor is not discussed in the 

available literature.  Since the Mach number is fixed for the primary zone, the area of cross 

section is also fixed under each operating condition. From the constraint to obtain 99.99% 

𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹, the minimum volume required can be derived (thereafter, the aspect ratio of PSR or 

primary zone can be estimated from volume and cross-sectional area).  

Figure 6 plots residence time, exit temperature, aspect ratio and the possible scalability for 

ninety-five, sixty, forty-five and thirty percent CO2 dilutions in the primary zones under various 

PSR inlet temperature conditions. All subplots in Fig. 6 are calculated at a volume (PSR) which 

yields the 99.99% 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹. The subplot (1,1) in Fig. 6 shows the residence time with respect to 

the inlet temperature (the vertical axis is in logarithmic scale). For ninety-five percent CO2 dilution 

at all temperatures the residence time required is very high. Residence times at this dilution levels 

are varying between 74 s (at 700 K) to 0.8 s (at 1000 K). Also, for sixty percent CO2 dilution, the 

residence times are varying between 1 s to 0.05 s. It appears that, for these two dilution levels the 

residence times at higher temperatures are achievable, the required PSR aspect ratios in subplot 

(2,1) are not practical. Two red lines are drawn in the subplot (2,1) which represent upper and 

lower possible aspect ratios. In general, the diameter to the length ratio of the primary zone is 

approximately between 0.5 and 5. Therefore, all operating conditions from sixty and ninety percent 

dilution levels can be eliminated from the sCO2 combustor design considerations. Also, the inlet 

temperature conditions from 700 K to 900 K in forty-five percent dilution level are eliminated. 

The subplot (2,2) in Fig. 6 shows all possible scale downs of the cross-sectional area in comparison 

to the GE LM2500 combustor. For thirty percent CO2 dilution, the achievable cross sectional area 
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scale down is between 19 times to 15 times lower than those of the GE LM2500 combustor. Also, 

for two temperature conditions mentioned above in forty-five percent dilution level has the 

scalability 13 and 11 times, respectively (the scalability is higher at lower inlet temperatures 

because the density is higher). Also, the residence times and aspect ratios are lower at higher 

temperatures as evident from the subplot (1,2) in Fig. 6. 

Figure 7 plots the effect of PSR dilution and inlet temperature on the PFR emissions (only nine 

cases are considered for analysis because all other cases are so far eliminated). The products from 

PSR are diluted with the secondary CO2. The density and temperature at the inlet of PFR are 

calculated based on adiabatic mixing method which conserves both mass and enthalpy. The 

horizontal axis of each subplot represents the length of PFR (note that the length of GE LM2500 

combustor is 70 cm, however in the current plot a length is considered up to 210 cm). The solid 

and dashed lines in each subplot of Fig. 7 represent 35% and 45% dilution levels, respectively. 

Here, the subplot (1,1) indicates the CO level in PFR. At thirty percent dilution level as the inlet 

temperature increases CO emissions at the inlet of the PFR (exit of PSR) increase. Also, CO levels 

decrease as they pass through PFR. Interestingly, CO emissions at the inlet of the PFR, in forty-

five percent dilution levels is less than the corresponding values at thirty percent dilution cases 

across the length of the PFR. Also, it must be seen that, the higher the inlet temperature, the lower 

will be the CO emissions at the exit. Also, the higher CO2 dilution and a high temperature cases 

are consuming methane at higher rate as is evident from the subplot (1,2) of Fig. 7. Further, these 

high CO2 dilution level cases also show the better performance in O2 consumption (seen in subplot 

(2,1) of Fig. 7). The main reason for the better performance of forty-five percent dilution case is 

due to the fact that, it has less secondary CO2 which is used as a diluent in the PFR. Therefore, due 

to the lower secondary mass flow rate, the resultant temperature in the PFR inlet is initially higher 
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than the corresponding thirty percent CO2 dilution case as seen in subplot (2,2) in Fig. 7. This 

higher temperature at the PFR inlet enhances the consumption of CO.  

To summarize this section, the higher temperatures and forty-five percent CO2 dilution are 

recommended for the PSR inlet in order to reduce CO, CH4, and O2 at the PFR exit. Note that the 

ppm level of CO at the exit of the PFR is tremendously high. The strategies to reduce these levels 

in the products would be of interest for the sCO2 combustor and cycle designers. It must be noted 

that the levels shown in the Fig. 7 can be taken as qualitative because they are the results from the 

exit of single PFR. In an actual combustor there are multiple holes along the circumference and 

length of the combustor.  

 

THE STRATEGY OF MIXING IN sCO2 DILUTION ZONE: 

 

The main aim of this section is to identify the suitable dilution zone design configuration for sCO2 

combustor. The best operating condition identified so far (from previous sections, the forty-five 

percent dilution and 1000 K case) is considered for analysis. The products from PSR for this case 

are further passed through three different PFR configurations as shown in Fig. 8. The Case-1 

configuration has only a single PFR and all the secondary CO2 mix with the products (from PSR) 

and flow for 70 cm of combustor length. Also, in Case-2, the secondary CO2 is equally distributed 

to two PFRs which are 35 cm distance apart. In Case-3, only twenty percent of secondary CO2 is 

allowed through the first (PFR) and remaining eighty percent of the secondary flow through the 

secondary PFR. Here the PFR location can be considered as the diluent holes on the real combustor. 

In Case-2 all the holes are of equal size, whereas in Case-3 the size of holes is sequentially 
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increasing. The results of these strategies are shown in Fig. 9 (the horizontal axis depicts the length 

of PFR). 

 

 

Figure 6: Requirements of PSR design under various CO2 dilution and inlet temperature conditions
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Figure 7: The effect of PSR dilution and inlet temperature in PFR emission. 
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Figure 8: PFR configurations used to identify the best dilution strategy in sCO2 combustor 

 

Subplot (1,1) of Fig. 9 shows the variation of CO emissions across the PFR. The initial CO 

appears to be different for all three cases because these are the resultant CO after adiabatic mixing 

of PSR and secondary CO2 streams. For Case-1, all secondary CO2 is mixed with the PSR stream, 

therefore, the ppm level of CO is less. A rapid depreciation of CO can be observed in Case-3. The 

rate of consumption of CO in Case 2 lies between those of Case-3 and Case-1. For Case-3, only 

twenty percent of secondary CO2 is mixed with the CO2 stream before PFR I. Therefore, for Case-

1, the flow in the PFR I has a higher temperature than other two cases. The temperature plots can 

be seen in the subplot (2,2) of Fig. 9. Here the end temperature is the same because the net amount 

of reactants in all three cases are equal. However, the initial temperatures are determined by the 

strategy of mixing in the PFR. The difference in the level of CO between Case-3 and Case-1 is 

around 1200 ppm, which is very large from the combustion point of view. Therefore, the strategy 

as shown in Case-3 is recommended for the design of the dilution zone in the sCO2 combustor for 

reducing CO levels at the exit. However, the absolute end value of CO in Case-3 is 720 ppm, which 

is still higher than the allowed limits. A strategy of lean burn is discussed in the next section in 
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order to further reduce CO emissions. Also, Fig. 9 shows that the strategy as shown in Case-3 

could reduce the O2 and CH4 faster.  

 

 

Figure 9: Effect of mixing strategy on PFR emissions 

 

LEAN sCO2 COMBUSTION: 

 

Since the sCO2 cycle is a closed loop cycle, another important requirement is to reduce the 

amount of major pollutants (CO and unburnt hydrocarbons) as much as possible so that an 

expensive exhaust cleanup system is not required. Therefore, in this section a popularly known 

CO reduction technique called “lean burn” is tested for the suitability in sCO2 combustor. The 
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main disadvantage of lean burn condition in sCO2 cycle application is the supply of O2. The results 

in earlier sections (e.g., Fig. 9) shows the presence of traces of O2 even though CH4 is completely 

consumed. Therefore, supplying additional O2 may hurt the cycle operation cost since O2 is 

separated from atmospheric air by using auxiliary separation unit in the sCO2 cycle. But it should 

be noted that oxidizing CO to CO2 would increase the overall cycle efficiency. The lean burn 

operating conditions of sCO2 may reduce the CO emission level, however, the best bet is to identify 

the trade-off between the CO level and excess O2 supply. Therefore, in the current section four 

equivalence ratios (ϕ) =1, 0.9, 0.8, and 0.7 are analyzed. The percentage of inlet CO2 mass is 

maintained as 95%, however the flow rates are adjusted for achieving 25 MW power with sixty 

percent over all plant efficiency. For all cases in this section, the 45% of CO2 is mixed in the 

primary zone and the inlet temperature to the primary zone is1000 K. 

 

Figure 10: Blowout residence time under various ϕ values. 

  

Figure 10 shows the blowout residence time requirement for sCO2 combustor under various ϕ 

values, where it is seen that longer residence time is needed for lean burn conditions (than 

stoichiometric conditions). Longer residence time implies the molecules spend more time inside 

the combustor in order to sustain combustion. Figure 11 displays the various design possibilities 
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and PSR emissions under lean operating conditions. It should be noted that all subplots in Fig. 11 

are made for PSR which gives 99.99% of 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹. The subplot (1,1) shows the residence time 

requirement to achieve the 99.99% 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 under various lean operating conditions. 

Here, it appears that for ϕ values 1, 0.9 and 0.8 the residence time requirement is not significantly 

different. However, at ϕ = 0.7 has significant difference with other cases. Also, subplot (1,2) shows 

the possible scale-down in terms of area of cross section compared to the GE LM2500 combustor. 

It must be noted that the area of cross section is determined based on Mach number=0.064. The 

result in this subplot shows that scalability for lean operating conditions is less compared to 

stoichiometric conditions. Also, the aspect ratio in the subplot (1,3) of Fig.11 indicates the practical 

possibility of designing the PSR zone in lean burn conditions, because the aspect ratio is just 

varying around 2 for the all cases considered. Further, the subplots (2,1) and (2,2) of Fig. 11 show 

the drop in the CO level from ϕ=1 to ϕ= 0.9 is drastic compared to other ϕ values. In conventional 

combustors, the level of CO after primary zone is 4000 ppm and it will be reduced to desired levels 

in subsequent dilution zones. However, the subplot (2,1) shows that, at ϕ=1 the CO level is almost 

10,000 ppm and is in between 5000 to 3000 ppm for other lean conditions. There is a drop of 

approximately 5000 ppm CO due to lean equivalence ratio, ϕ (mainly because of the availability 

of O2). Therefore, lean operation is necessary for sCO2 combustor to reduce the CO emissions. 

The subplot (2,3) indicates more than 120 K difference between ϕ=1 and ϕ=0.7 for PSR exit 

temperature. This temperature drop warns us regarding the usage of lean conditions in sCO2 

combustion, because it would reduce the enthalpy associated with the system, which will affect 

the performance of the turbine. However, it should be noted that there is a rise in the total flow rate 

under lean conditions. Hence, loss in turbine power by temperature loss will be partially 

compensated by the rise in the flow rate as detailed next.   
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The best lean operating condition cannot be identified by doing PSR analysis alone. Therefore, 

a Case-3 PFR (as in previous section) strategy is used downstream of the PSR of all the lean 

conditions shown in Fig. 11. Figure 12 provides the emissions in PFR under various lean burn 

condition. Here, the subplot (1,1) shows that, all of CO is burnt to zero level at ϕ=0. 9, and 

interestingly, it is achieved at 35 cm length. Therefore, lean burn less than 0.9 may not be necessary 

in sCO2 combustors because further lean burn may add operating cost of a larger oxygen separation 

unit. Also, it can be seen from subplot (2,1) that methane is completely consumed at 35 cm of PFR 

length. Therefore, the current analysis yields the possibility of scaling down the dilution zone of 

sCO2 combustor to 50%. However, it must be noted that the “possible scale-down” mentioned in 

this investigation is only from the combustion point of view. The rate of diffusion mixing of 

reactants inside the sCO2 combustor play another major role in determining the possible scale-

down of the combustor. The subplot (2,2) in Fig. 12 illustrates that the PFR outlet temperature at 

70 cm is dropped because of lean burn. The exit temperature difference between ϕ=1 and ϕ=0.9 is 

around 2.17 percent, however, the rise in mass flow rate is 8.76 percent. Therefore, the net turbine 

power increases because of lean operation of the combustor at ϕ=0.9. A companion paper will 

explore the effect of lean sCO2 combustion on the overall plant performance.  
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Figure 11: Effect of lean operation on PSR design and emissions (at 99.99% 𝜂𝜂𝑃𝑃𝑃𝑃𝑃𝑃,𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹) 
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Figure 12: The emissions from the PFR under various lean burn conditions 

CONCLUSIONS 

The current work provides some strategies and best operating conditions for direct-fired sCO2 

combustors based on the zero-dimensional reactor modeling analysis. Here, the sCO2 combustor 

is modelled by coupling perfectly stirred rector (PSR) and plug flow reactor (PFR) models. The 

real gas effects are considered using the Soave-Redlich-Kwong (SRK) equation of state. Also, the 

detailed Aramco 2.0 mechanism is used for accurate representation of the combustion kinetics. 

The scalability of the combustor is investigated with respect to the conventional 25 MW industrial 

combustor GE LM2500.  

The total CO2 in the cycle is 95% and the primary zone is diluted with a series of CO2 dilution 

levels 0%, 30%, 45%, 60% and 95%. Under each primary dilution level seven inlet operating 
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conditions were analyzed between 700 K and 1000 K at 300 atm. The conclusions of the analysis 

are as follows: 

1) Operating the combustor with no CO2 dilution in the primary zone is very dangerous, 

because the blowout residence times are of the order of 10-8 s. 

2) When the primary zone CO2 dilution level is 95%, the amount of residence time required 

to achieve 99.99% PSR fuel consumption efficiency is very large and not practical at the 

relevant temperature conditions. 

3) When the primary zone CO2 dilution level is 60%, the PSR residence time required for 

achieving 99.99% PSR fuel consumption efficiency are of the order of 1 s. Also, the length 

to diameter aspect ratio is between 500 and 20. The design of the primary zone with these 

aspect ratios are not possible, therefore, all of the 60% dilution cases considered in this 

work are not suitable for sCO2 combustor design.  

4) The high temperature conditions (950 K and 1000 K) under 45% CO2 dilution level, and 

all temperature conditions under 30% CO2 dilution level are practically possible for sCO2 

combustor design.  

5) The area of the cross section of sCO2 combustor can be scaled-down between 10 to 20 

times with respect to the conventional combustor (for the same power output). 

6) The high temperature conditions under 45% CO2 dilution level were observed to yield less 

emissions of CO and CH4 at the exit of the combustor. Therefore, this study recommends 

the 45% CO2 dilution in the primary zone at inlet temperatures of 950 K and 1000 K.  

7) The holes with gradually increasing diameter on the combustor dilution zone are 

recommended. Because, the ascending diameter holes maintain the initial dilution zone 
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temperature relatively higher, which supports the drastic consumption of CO, O2 and CH4 

in the dilution zone.  

8) The sCO2 combustor can be operated at a lean burning condition of ϕ=0.9 to completely 

consume CO from the combustor. The length of the PFR can be scaled-down to half of the 

conventional combustor. 

9) It is observed that, the exit temperature difference between ϕ=1 and ϕ=0.9 is around 2.17 

percent, however, the rise in mass flow rate is 8.76 percent. Therefore, the net turbine 

power increases because of lean operation of the combustor at ϕ=0.9. 

 

Future work will involve providing design guidelines for syngas (mixture of CO and H2 mix) 

and natural gas (mixture of methane, ethane, butane) under sCO2 operating conditions.  
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APPENDIX 4 A Strategy of Mixture preparation for Methane Direct-Fired sCO2 

Combustors 

NOMENCLATURE 

 

ASU air separation unit 

CHEMKIN-II a chemical kinetic solver in Fortran  

CHEMKIN-RG  an extended version of CHEMKIN-II for real gases 

DZ      dilution zone 

EOS      equation of state 

 IDT      ignition delay time 

 LOx      liquid oxygen 

PSR      perfectly-stirred-reactor 

   PFR      plug-flow-reactor 

 PZ      primary zone 

 PR      Peng-Robionson equation of state 

   RK      Redlich-Kwong equation of state 

  SRK      Soave-Redlich-Kwong equation of state 

 VDW     van-der-Waals equation of state 

 sCO2     supercritical CO2 

 τR       primary zone residence time 
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INTRODUCTION 

 The supercritical CO2 (sCO2) power cycle is considered an emerging conceptual power 

production technology which could address both environmental concerns and energy demands. 

This cycle uses supercritical carbon dioxide as the working fluid. The high density supercritical 

operating conditions allow it to operate the compressor with a lower power, hence increase the net 

power. Also, the turbine can be scaled down approximately fifty times for the same power output 

[56].  The prominent features of this power cycle are: 1) the high expected cycle efficiency 

compared to the corresponding Helium, Argon and steam cycles, 2) compactness of the overall 

power plant, 3) complete capture of CO2 and 4) the wide applicability over most power producing 

applications.  

The layout of the direct-fired oxy-methane sCO2 power cycle is shown in the Figure 1. The 

layout shows that, the oxygen is separated from air by using an air separation unit (ASU) and the 

methane and oxygen are ignited in the combustion chamber in the presence of sCO2.  

The CO2 by mass is ninety-five percent and methane and oxygen compose the remaining five 

percent. The products of the combustion are mainly CO2 and H2O. The H2O is separated in the 

water separation unit and the CO2 is recirculated into the combustion chamber through high 

pressure compressor and heat exchanger. Since, the cycle operates in a closed loop, the combustion 

products which are not separated in post combustion units may re-enter the combustion chamber 

along with the CO2 stream and may greatly influence the combustor chamber performance. 

Therefore, the impurities in the recycled CO2 stream must be considered in the design of the sCO2 

combustor. The influence of these impurities may be favorable or unfavorable to the performance 

of the combustion chamber. The effect of these impurities in the recycled CO2 stream on the 

combustion chamber performance is not reported in the available literature. Therefore, in the 
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current research an attempt is made to understand the possible major constituents in the product 

mixture and possible techniques to utilize theses major products to improve the design of the sCO2 

combustion chamber.  

 

Figure 1: Layout of oxy-methane sCO2 cycle (Allam cycle; reproduced from [10]) 

The current state-of-art peak operating pressures for sCO2 combustor is approximately 300 

atm. At these extreme pressure conditions, experiments are expensive, time consuming and 

dangerous. Therefore, simulation tools play a major role in the initial design of the sCO2 combustor 

development. In the current work, an investigation has been carried out using zero dimensional 

perfectly-stirred-reactors (PSR) and one-dimensional plug-flow-reactors (PFR). The PSR and PFR 

modeling was extensively used in the 1950s as a guide to the development of gas turbine 

combustors and ramjets [128, 324, 325]. Also, complete gas turbine combustor performance 

analysis was carried out by coupling the PFR model with the PSR model [326-328].   

The current work uses, the real gas version of CHEMKIN, i.e., CHEMKIN-RG [311] and it is 

coupled with PSR and PFR codes from CHEMKIN-II [329, 330]. The CHEMKIN-RG is equipped 

with equations of state (EOSs) such as Van-der-Waals (VDW), Redlich-Kwong (RK), Soave-

Redlich-Kwong (SRK) and Peng-Robinson (PR). These EOSs are empirical in nature and adopting 
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them to an application needs the validation. The work of [321] illustrates that the SRK EOS is the 

more accurate EOS for constant pressure sCO2 combustion applications. Therefore, the SRK EOS 

is used in this work to simulate the reactors.  

In the results and discussion section of this paper, first, the primary zone design challenges of 

the sCO2 combustor are compared to a conventional air-dilution combustor. Here, the results 

compare the difference between the two combustors in terms of primary zone exit combustion 

products. Also, these results show that, the required residence time to burn 99.99% of the fuel in 

the primary zone of a sCO2 combustor, is more than that of the conventional air-dilution combustor. 

The residence times generally used for blow-out -the reactor residence time- also refers to the 

minimum time required for the flow to be in the PSR reactor, to consume 99.99% of the fuel. 

Additionally,  CO2 and O2 levels at the exit of both these combustors are qualitatively compared. 

In short, the above mentioned sCO2 and air-dilution comparison section shows the necessity of the 

reactant preparation strategy. That implies that any strategy of reactant preparation must reduce 

the reactor residence time requirement. If the composition, temperature and pressure of reactants 

are fixed, then the residence time can be minimized by making use of exhaust products because 

the sCO2 cycle operates on a closed loop. Also, it must be noted that the purification of exhaust 

impurities may have an additional cost on the plant operation. A companion paper (GT2018-

75547) concludes that, a high level of CO can be expected from sCO2 combustors because of the 

unavailability of enough CO consuming species in the dilution zone. Hence this paper addresses 

an important challenge “how to make use of the exhaust impurities effectively and reduce the 

reactor residence time requirement?” In this paper, following two options for exhaust re-

circulations are discussed: 1) re-circulate excess CO back to the combustion chamber along with 

the CO2 bulk flow, and 2) completely burn CO before the exit by lean operation (excess O2) and 
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re-circulate the excess O2 along with the CO2 bulk flow. It is seen (in GT2018-75547) that, even 

at stoichiometric operation of the combustor there is a large amount of un-consumed O2 at the exit 

though the CH4 is completely consumed. Therefore option-2 may further increase the exhaust O2. 

Hence “the strategy of mixture preparation” in the title of this paper refers to the way by which we 

can make use of excess CO in option-1 and O2 in option-2 to reduce the large reactor residence 

times.  

Two novel strategies are tested in this work along with one established strategy which is widely 

used. The known common strategy is to send pure CO2 stream to the combustion chamber. 

However, this routine strategy is seen to have higher required residence times and additional cost 

of purifying the exhaust product stream for pure CO2. In the direct-fired sCO2 cycle, the CO2 

stream is optimized to be at a higher temperature (~1000 K). This temperature is sufficient to 

initiate few reactions if minimum adequate quantities of fuel and oxidizer are together for enough 

time. This is the fundamental idea behind the following two novel strategies analyzed. First, if CO 

impurity is recirculated along with CO2 as in option-1, then before the entry of the combustor some 

small amount of O2 can be mixed with the bulk stream. These small amounts of CO and O2 may 

react, if allowed for sufficient time and help in increasing the bulk CO2 stream temperature. 

Further, this higher temperature stream reduces the required residence time in the combustor. 

Secondly, if O2 impurity is recirculated along with CO2 as in option-2, then before the entry of the 

combustor some small amount of CH4 can be mixed with bulk stream and it may also increase the 

temperature and release few radical species. The above mentioned three strategies are shown in 

Fig. 2.  
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Figure 2: Mixture preparation strategies investigated in the current work 

MODELING 

A conventional gas turbine consists of an air compressor, combustor and turbine in series. The air 

is compressed in the compressor before supplying it to the combustor where the fuel is injected in 

to the combustor. Here, only the required amount of air is mixed with the fuel in the primary zone 

(PZ) of the combustor for effective combustion and the remaining air is used to dilute the hot gases 

in the dilution zone (DZ) before entering the turbine.  

As discussed in the introductory section, the PSR and PFR are used to model the sCO2 

combustor. A schematic diagram is shown in Fig. 3 to explain the modeling of the gas turbine 

combustor by PSR and PFR coupling. Here, the primary zone (PZ) or the recirculation zone is 

modelled as a PSR reactor and the dilution zone (DZ) is modeled as a PFR reactor. The literature 

[326] has simulated a real combustor with multiple PSR and PFR. However, only a simple series 

arrangement of PSR and PFR is considered because of the qualitative nature of the objective of 

this work.  
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Figure 3: Modeling of sCO2 combustor by PSR and PFR. 

 

The PSR modeling assumes that the reactants form the products instantaneously, which is not 

the case in a real combustor. In the real case, there are three time scales. They are, the time for 

reactant gross mixing, time for auto ignition and the time associated with the molecules to enter 

and exit the reactor. The PSR modeling accounts for only the third-time scale. This third-time scale 

is generally referred as the residence time of the reactor.  A highly turbulent, well designed 

recirculation zone reduces the first two time scales. Therefore, in this study it is assumed that the 

primary zone of the modelled sCO2 combustor is highly turbulent, having strong recirculation so 

that the product formation is almost instantaneous. It should be noted that, in-spite of not 

considering the former two time scales. Detailed information of the PSR and PFR formulation and 

programming can be found in [327, 329, 330].  

The novel mixture preparation strategies before combustor (II and III in Fig. 2) are modeled by 

a PFR reactor. It is assumed that the mixing process is instantaneous and adiabatic, hence the 

enthalpy and mass conservation is accounted for.  
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Also, one of the main tools for any combustion simulation is an accurate chemical kinetic 

mechanism. Recent research from [120, 309, 310] provided methane shock tube experiments 

which are carried at the high pressures and high CO2 dilution levels. They found that the ignition 

delay times (IDT) predictions of the detailed Aramco 2.0 mechanism are close to the experimental 

data. Therefore, Aramco 2.0 mechanism is used in this current work. Another important aspect 

which needs attention while simulating supercritical flow is the equation of state. It is understood 

that at 300 atm. pressure using the ideal gas assumption would lead to a deviation of approximately 

seven percent in calculating density [321]. Therefore, usage of the ideal gas assumption at 

supercritical pressures is not valid to predict the state of a system, because at these pressures the 

intermolecular forces are significant and they must be accounted for while calculating the chemical 

and thermodynamic properties, and state of the system. The EOS can be broadly categorized into 

three types, they are 1) the virial-type, 2)  molecular-based and 3) van der Waal type EOSs [233, 

234]. However, van der Waal type equations are popular due to their simplicity. Since, these EOSs 

are empirical by their origin, adopting them to an application requires validation with data. For 

example, some investigations recommend SRK EOS for sCO2, CH4/LOx and kerosene/LOx 

mixtures [277, 294, 321]. Whereas Poschner and Pfitzner [295] recommend PR for H2/O2 

mixtures.  More detailed formulations of EOS and associated real gas mixture formulations can be 

found in [228, 311, 321]. The CHEMKIN-RG is coupled with the CHEMKIN-II PSR and PFR 

codes to consider the real gas effects in the simulation.  

The analysis carried out in this work corresponds to a 25 MW power plant. For the air-diluted 

combustor and sCO2 combustor discussed in this work, the flow rates are calculated based on cycle 

efficiencies of 44.4% and 60%, respectively and the corresponding pressures are 18 atm. and 300 

atm., respectively.   
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RESULTS AND DISCUSSION 

 

THE PRIMARY ZONE RESIDENCE TIME 

 The blowout residence time and the primary zone required residence time are important 

parameters to design a combustion chamber. The blowout refers to minimum residence time or the 

maximum flow rate beyond which the flame cannot be sustained. In other words, blowout occurs 

when the residence time is less than the chemical time needed to react. Therefore, the primary zone 

in the combustion chamber should be designed in such a way that the total primary flow stays 

above the blowout residence time, so that the reactions initiate within the mixture. In general, the 

primary zone is designed so that the 99.99% of the fuel is burnt before entering the dilution zone. 

An important parameter “PSR fuel consumption efficiency” is defined as shown in Eq. 1 to the 

measure the fuel consumption in the primary zone. It is defined as the ratio of the rate of Methane 

consumed in the primary zone to the rate of methane inflow to the primary zone. 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 

= 1 − (𝑚̇𝑚𝐶𝐶𝐶𝐶4)𝑃𝑃𝑃𝑃𝑃𝑃 𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡
(𝑚̇𝑚𝐶𝐶𝐶𝐶4)𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

                              (1) 

 The comparison of CO2 dilution in sCO2 combustor and air-diluted conventional combustor are 

discussed in this section. As discussed in the modeling section, the flowrates for the sCO2 

combustor and air-diluted combustor are chosen to achieve 25 MW power and more details are 

shown in Table 1. It should be noted that, here, practical over all efficiencies are chosen to calculate 

the flow rates. For the sCO2 combustor the total flow (primary and dilution) molar ratios are chosen 

so that the CO2 is ninety-five percent by mass and CH4 and O2 constitute the remain five percent 
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in a stoichiometric proportion. In both the cases, fifty percent of total flow is used as diluent in the 

dilution zone.  

The flow rate and the required residence time are inter-related by the formula shown in Eq. 2. 

𝑃𝑃𝑃𝑃𝑃𝑃 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑒𝑒𝑛𝑛𝑛𝑛𝑛𝑛 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =
𝑣𝑣𝑣𝑣𝑙𝑙𝑢𝑢𝑢𝑢𝑢𝑢 𝑜𝑜𝑜𝑜 𝑡𝑡ℎ𝑒𝑒 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

    (2) 

Figure 4 shows the blowout PSR residence time between both the CO2 dilution and air-dilution 

cases. Here, the horizontal axis represents the PSR inlet temperature and the vertical axis shows 

the blowout residence time in logarithmic scale. The result shows that, at lower inlet temperatures 

the residence times are high and they reduce with an increase in inlet temperature. Also, the 

blowout residence times of CO2 diluted combustion are a couple of orders higher than air-diluted 

combustion. It is mainly because, the specific heat of the CO2 is much higher than the N2. The 

sCO2 mixture absorbs more enthalpy before it raises its temperature. Therefore, the chemical time 

scales are higher for sCO2 mixtures and hence the blowout residence times are higher.  

 

Table 1: The operating conditions chosen for calculating PSR residence time 

 Air-diluted 

combustor 

sCO2 

combustor 

Power (MW) 25 25 

Pressure (atm.) 18 300 

Moles in 

primary zone  

CH4/O2/N2 

=1/2/7.52 

CH4/O2/CO2 

=1/2/16.39 

Overall cycle 

efficiency (%) 

44.8 60 
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Primary flow 

rate (kg/s) 

20.2 41.7 

Secondary 

dilution 

air sCO2 

Secondary 

flow rate (kg/s) 

20.2 41.7 

 Figure 5 shows the PSR residence time required to burn 99.99% of the total fuel. It shows 

that, the consumption of fuel takes a longer time in the sCO2 combustor. Again, the reason is due 

to the high specific heat and lower temperature of the sCO2 mixture. However, this data shows the 

challenges associated in the development of an sCO2 combustor. A higher required residence time 

makes it difficult to design the combustion chamber. The required residence time for a sCO2 

combustor primary zone at 1000 K is much more than the air-diluted combustor. In general, for a 

conventional combustor the residence time in the primary zone is about two milliseconds [327]. 

However, for sCO2 combustor at 1000 K the residence time is approximately ten milliseconds. 

Here, it should be noted that the factor of safety is not considered yet. If the factor of safety is 

considered for the sCO2 combustor residence times, the design of combustor becomes more 

challenging. Therefore, it is very important to identify techniques to reduce the resonance time 

requirement in the primary zone of an sCO2 combustor.  
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Figure 4: The PSR blowout residence times for sCO2 combustor and air-diluted combustor at 

various inlet temperatures 

 

Figure 5: The PSR residence time for achieving 99.99% of PSR fuel consumption efficiency  

 

CO AND O2 IN THE PRIMARY ZONE 

 

As discussed in the modeling section, it obvious that the CO and O2 are the two major components 

in the combustor exhaust besides CO2 and H2O. Therefore, it is very important to understand the 

variation of these two species after the primary zone and dilution zone of the sCO2 combustor. The 

“mixture preparation strategies” discussed in this paper are better appreciated, when the basic 
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difference between the sCO2 combustor and air-diluted combustor are compared in terms of 

consumption of CH4, O2 and CO in the primary zone (PSR) and dilution zones (PFR).  

 Figure 6 shows the variation of CH4, CO and O2 in the sCO2 and air-diluted combustors 

primary zone exit with respect to inlet temperature, under various reactor conditions. Here, each 

subplot has inlet temperature of the PSR in the horizontal axis. All the subplots in the first three 

columns in Fig. 6 represent the levels of CH4, CO and O2 in parts-per-million and they are shown 

in the vertical axis of each subplot in the first three columns. The fourth column corresponds to 

the PSR exit temperature. Further, each row in Fig. 6 corresponds to a particular reactor condition. 

All the subplots in first and second rows correspond to a primary zone reactor volume equal to 

2000 cm3 and 10,000 cm3, respectively.  The third row corresponds to a reactor residence time of 

2 milliseconds and the fourth row corresponds to the equilibrium condition i.e. an infinite residence 

time. In each subplot, the comparison is made between sCO2 diluted combustion and air-diluted 

combustion.  

 Subplot (1,1) in Fig. 6 corresponds to CH4 variation at the PSR exit with 2000 cm3 PSR 

volume (primary zone volume). At the same reactor volume, since the inlet flow rate of the sCO2 

and air-diluted combustion are different, the residence times are different. As, shown in subplot 

(1,1) the CH4 at low temperature for sCO2 diluted combustion is very high. It is mainly because 

the reactivity is very poor due to the low temperature. The corresponding PSR exit temperature 

profiles can be seen in subplot (1,4) of Fig. 6. The CH4 level becomes zero within the 2000 cm3 

volume for air-diluted combustion at all the inlet temperatures. The subplot (1,1) also shows that, 

at least 1000 K inlet temperature is needed to consume most of the CH4 in the primary zone. The 

subplot (2,1) shows the variation of PSR exit CH4 at 10,000 cm3 volume. The trend of CH4 in 

subplot (1,1) and (2,1) are similar, however, with the increase in volume the level of CH4 decreases 
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because the reaction continues for more time i.e. the residence time increases as the volume 

increases. The subplot (3,1) corresponds to a reactor residence time of 2 ms. It should be noted 

that, at the same residence time, the sCO2 and air-diluted combustion will have different reactor 

volumes due to the difference in their flow rates (refer Eq. 2). The primary zone of sCO2 combustor 

has higher CH4 traces at the end of 2 milliseconds reactor residence time.  

The trend of CO in subplot (1,2) is interesting, because with the rise in the inlet temperature, the 

CO level is increasing for air-diluted combustion at the PSR exit, whereas, the level of CO is 

decreasing for the sCO2 diluted combustion case. In general, the CO can be formed as an 

intermediate of CH4 and CO2 or by the dissociation of CO2, therefore the exact reasons for 

reduction in CO level needs a detailed kinetic analysis. However, expected dissociation of CO2 in 

sCO2 combustor is very low due to the low temperature combustion. Therefore, the CO levels in 

sCO2 dilution could be mainly due to its intermediate formation. As the exit CH4 level is 

decreasing with an increase in PSR inlet temperature, the intermediate CO also reduces in this 

case. The same trend of CO can be observed in both the 2000 cm3 and 10,000 cm3 cases ((1,2) and 

(2,2)). However, the CO levels in 10,000 cm3 case are lower than the 2000 cm3 case because the 

increase in volume increases the respective residence times and hence the CH4 consumption 

increases and the CO is lower. Further, in subplot (3,2) shows the CO level comparison at 2 

milliseconds residence time. For sCO2 combustion at 700 K inlet temperature of PSR, the CO 

appears to be zero because the chosen residence time in this case is less than the blowout limit at 

700 K for sCO2 combustion. Further, as the inlet temperature increases the level of CO decreases 

and at 1000 K the values of both sCO2 and air-diluted combustion are almost equal. Subplot (4,2) 

shows the CO comparison at the equilibrium condition i.e. at an infinite residence time or at an 
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infinite volume. Interestingly, at equilibrium the CO is almost zero for sCO2 diluted combustion 

and very high for air-diluted combustion.  

 .  

 

Figure 6: The variation of CH4, CO and O2 in the sCO2 and air-diluted combustor primary zone 

exit with respect to inlet temperature under various reactor conditions. 
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The subplots (1,3), (2,3), (3,3) and (4,3) of Fig. 6 show the O2 at the PSR exit for the reactor 

conditions, 2000 cm3, 10,000 cm3, 2 millisecond residence time and equilibrium conditions 

respectively. The variation of O2 is also similar to CO for both sCO2 and air-diluted combustions. 

For air-diluted combustion, the O2 level increases with an increase in PSR inlet temperature, 

whereas decreases for sCO2 diluted combustion. At 10,000 cm3, the level of O2 is much less than 

the level of O2 at 2000 cm3. When the residence time is 2 milliseconds and at 1000 K, the O2 levels 

are almost the same for both the combustion phenomenon. Also, at equilibrium significant O2 

remains at the exit of air-diluted combustion compared to sCO2 diluted combustion.  

Overall, if the sCO2 combustor is operated at higher inlet temperatures i.e. around 1000 K, the 

CO and O2 at the primary zone exit of the sCO2 combustor are less then or in some cases equal to 

CO and O2 levels of the primary zone exit of same power air-diluted combustor. In the next section 

the products of the primary zone are also expanded in the dilution zone by using a PFR reactor 

mode. 

 

THE CO AND O2 IN THE DILUTION ZONE 

 

The products of the combustion from the primary zone are expanded in the dilution zone for a time 

of one millisecond. In this section, the comparison is made only with a PSR inlet temperature 1000 

K. The products from the PSR are adiabatically mixed with the secondary dilution. Here, the 

residence time in the primary zone is chosen in such a way that 99.99% of the CH4 is burnt in the 

primary zone itself. Therefore, it should be noted that the residence times in the PSR are different 

for both the sCO2 and air-diluted combustion. The secondary dilution temperature is also taken as 

1000 K. A schematic diagram is shown in Fig. 7 to illustrate the coupling of the PSR and PFR. The 
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actual combustor consists of multiple PFR zones. However, in the current section only one PFR is 

considered to qualitatively judge the combustor output CO and O2.  

Figure 8 shows the variation of CO and O2 in the dilution zone for both sCO2 and air-diluted 

combustors. Here, the horizontal axis is corresponding to the residence time in the PFR. It is very 

interesting to see that, the level of CO is drastically reduced for air-diluted combustion, whereas, 

it is very gradual for the sCO2 diluted combustion. In other words, the CO changed only a little by 

the end of one millisecond. In fact, the similar gradual change is observed even after four 

milliseconds (not shown in the figure). This is mainly because, the presence of O2 in air-diluted 

combustion reacts with the CO. However, the reactivity is very poor in sCO2 combustor dilution 

zone due to presence of CO2 at lower temperatures and lack of O2.  

Therefore, the results in this section shows that the CO levels at the exit of the sCO2 diluted 

combustor are much more than the air-diluted combustor. At the same time, the O2 levels are much 

lower than the air-diluted combustor. The actual levels of CO and O2 may vary based on actual 

design of the combustion chamber.  

 

Figure 7: The coupling of PSR and PFR for the analysis of CO and O2 variation in dilution zone. 
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A STRATEGY TO REDUCE THE RESIDENCE TIME 

   

In the previous section it was shown that the exit CO levels are higher for a sCO2 combustor and 

the consumption of CH4 and O2 are poorer compared to an air-diluted combustor. This difference 

must be considered while designing the sCO2 combustor. The CO itself acts as a fuel, therefore 

after combustion, instead of filtering the CO from the products, the CO in the re-cycled CO2 stream 

can be mixed with the primary oxidizer stream before entering the primary zone. This strategy 

produces some heat and radicals which may help to reduce the blowout residence time in the 

primary zone. Also, the enthalpy lost during the combustion in the form of CO can be re-used in 

the cycle. This strategy is elaborately discussed in the introductory section of this paper (in Fig. 2) 

this strategy is shown as strategy-II.  

 Our companion paper (GT2018-75547) discusses the lean operation of sCO2 combustors 

and some of its advantages in terms of consuming the entire CO and increasing the net turbine 

power. The lean operation increases net turbine power because the flow rate must be increased in 

order to keep the mass fraction of CO2 above 95% and the temperature loss due to lean operation 

is four times lower than the increase in the flow rate. However, the O2 levels are much higher in 

the exhaust stream if the combustor is operated under lean conditions. In sCO2 combustor the usage 

of excess O2 is not economical because it is supplied by the air separation unit (ASU) as shown in 

Fig. 1. Therefore, under lean operating conditions, the exhaust O2 can be retained with the re-

cycled CO2 stream and the primary CH4 stream is mixed with this oxygenated CO2 stream before 

the primary zone. This strategy may also help to reduce the blowout and required residence time 

in the primary zone. In the introductory section, in Fig. 2, this strategy is shown as strategy-III.  
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Figure 8: The comparison of levels of CO and O2 in the PFR with respect to residence time (PSR 

inlet temperature is 1000 K) 

 

 

Figure 9 shows the possible operation range of strategies II and III. The minimum amount of 

residence time (in the pre-mixing chamber) and ppm level of CO and O2 impurities are needed to 

make the proposed strategies feasible. Here, the term “mixing chamber” is used, but it is assumed 

as instantaneous and adiabatic mixing. Therefore, the mixing phenomenon is not simulated. The 

strategies proposed in this paper are qualitative in nature and they are the guidelines to be 

considered for further detailed design simulations and experiments. The reactivity within the 

mixture is modeled as a PFR. Therefore, in reality, the required residence times needed would be 

more than what is calculated in this work.  

The first and second rows in Fig. 9 corresponds to strategies II and III, respectively, as shown in 

Fig.2. The horizontal axis in each subplot in Fig. 9 corresponds to the residence time (shown up to 

8 ms) in the mixing chamber. The vertical axis of each subplot corresponds to the level of the 
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impurity in ppm. Here, the impurities are chosen from 500 to 15000 ppm. Further, the total mass 

flow rate is kept constant in each case and the mixture temperature is held at 1000 K.  

Here, the subplot (1,1) in Fig. 9 shows the CO mass fraction with respect to both CO level and 

residence time in the mixing chamber. It is corresponding to strategy-II.  Interestingly, the CO 

mass fraction remains constant with respect to residence time. Also, there is no temperature rise in 

the mixing chamber irrespective of the CO level and residence time in the mixing chamber. 

Therefore, the overall results show that strategy-II is not productive to reduce the blowout and 

residence times in the primary zone of the sCO2 combustion chamber.  

The subplot (2,1) in Fig. 9 shows the CH4 mass fraction variation with respect to both O2 level 

and residence time in the mixing chamber. This plot shows that, approximately up to 6000 ppm of 

O2 impurity level, the mass fraction of CH4 remains constant irrespective of the residence time. 

Also, approximately up to four milliseconds of residence of time, the mass fraction of CH4 remains 

constant irrespective of the O2 level in the re-cycled CO2 stream. The subplot (2,2) in Fig. 9 shows 

that a temperature rise of 70 K can be achieved by using the strategy-III.   

Overall, the results show that strategy-II is not productive to reduce the blowout and residence 

times in the primary zone of the sCO2 combustion chamber. However, strategy-III could reduce 

PSR residence time required. Also, the disadvantage of strategy-III could be possible flash back. 

The investigations for calculating flash back for sCO2 mixture are currently under progress.  

.
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Figure 9: The effect of O2 and CO impurities in the re-cycled sCO2 stream when reacted in the 

mixing chamber (at 1000 K) 
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Figure 10: The reduction in PSR residence time requirement with respect to the O2 level in mixing 

chamber. 

 

THE ADVANTAGES OF STRATEGY-III  

 Figure 10 shows the reduction in PSR residence time requirement (the time required to 

consume 99.99% fuel in the primary zone) with respect to the O2 level in mixing chamber. The 

results show that the PSR residence time required in the primary zone will reduce linearly with 

respect to the O2 level in the mixing chamber.  

 Also, it is noticed that the resultant exit temperature of the sCO2 combustor increases with 

strategy-III. This rise in temperature increases the turbine power for the same mass flow rate. 

Further, strategy-III could create a more uniform temperature profile near the injector.  

Overall, strategy-III seems a very useful technique in sCO2 combustor design to reduce the PSR 

residence time requirement and to utilize the excess oxygen in the re-cycled CO2 stream. However, 

further investigations are required for estimating the flashback.  
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Some of the recently developed sCO2 combustor designs have a combined stream of primary 

CO2 and primary O2 entering the combustion chamber. In that case, the strategy-III can be moved 

a step backwards, before the primary O2 mixes with bulk CO2 stream as shown in Fig. 11. 

 

Figure 11: The reactant preparation strategy for some new designs of sCO2 combustors. 

 

CONCLUSIONS 

The sCO2 power cycle concept is identified as a possible efficient, economical, and pollutant 

free power generation technique for future power generation. Simulation tools play a major role in 

the development of this technology, because any experiments at supercritical pressures are 

expensive, time consuming and dangerous. The current work proposes lean combustion so that the 

excess O2 in the exhaust stream can be used to reduce the chemical time of the sCO2 mixture in 

the primary zone. Here, the sCO2 combustor is modelled by coupling perfectly stirred rector (PSR) 

and plug flow reactor (PFR) models. The real gas effects are considered by using the Soave-

Redlich-Kwong (SRK) equation of state. The detailed Aramco 2.0 mechanism is used for the 

combustion kinetics. Some important conclusions from the analysis are as follows. 

1) The blowout and residence time required for a sCO2 combustor are very high compared 

to an equal power air-breathing combustor. It is mainly due to the high specific heat of 

CO2 which is leading to the low temperature combustion. Therefore, reduction of the 

required residence time is very crucial in sCO2 combustion.  
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2) The CO level at the exit of the sCO2 combustor primary zone is lower or in some cases 

equal to the CO level at the exit of the air-diluted combustor. 

3) It is observed that, for air-diluted combustion, the CO production increases with an 

increase in the primary zone inlet temperature. However, in the case of a sCO2 combustor, 

CO reduces. It is mainly because in sCO2 combustion CO forming via the dissociation of 

CO2 is very low. Here, CO is formed mainly as an intermediate product of CH4 and CO2. 

Therefore, for an sCO2 combustor, as the inlet temperature increases the CH4 mass fraction 

at the primary zone exit decreases and hence the CO is reduced.  

4) O2 follows the same trend as CO in the sCO2 combustor primary zone with respect to the 

inlet temperature. 

5) The combustion phenomenon in the dilution zone of sCO2 combustor is much different 

from those of an air-dilution combustor. It is because air in the dilution zone contains O2 

which helps to drastically reduce the primary zone CO. Whereas, in a sCO2 combustor 

dilution zone, a significant change to primary zone CO is not possible due to low 

temperature and due to the lack of reactive species.  Therefore, a very high CO level can 

be expected at the exit of the sCO2 combustor. 

6) The lean operation of sCO2 combustor is recommended in this work to reduce the CO 

emission levels in the combustor. Also, the excess O2 in the re-cycled CO2 stream can be 

mixed with CH4 ahead of the primary zone.  This mixing strategy reduces the residence 

time requirement of the sCO2 combustor.  

7) The mixing strategy mentioned above needs at least 5000 ppm of O2 in the re-cycled CO2 

stream and the mixing residence time must be more than four milliseconds. It is also 

noticed that, this mixing strategy increases the exit temperature from the combustor.  
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APPENDIX 5 EFFECT OF IMPURITIES IN THE RE-CYCLED CO2 STREAM 

ON A SUPERCRITICAL CO2 COMBUSTOR 

This work provides a short review of sCO2 combustor design considerations and provides more 

insights into the effect of impurities in the re-cycled CO2 stream of the sCO2 combustor. Two main 

impurities studied here are, O2 and H2O. Incomplete combustion and inefficiency of water 

separation unit in the Allam cycle [15] may increase the probability of these impurities to re-enter 

into the combustion chamber.  

In this work, Large-Eddy Simulations (LES) are also performed on a sCO2 combustor by using 

Converge® CFD tool. Here, realgas corrections are accounted for with the Soave-Redlich-Kwong 

equation-of-state (SRK EOS) and kinetics are accounted for by an Aramco 2.0 derived 23-species 

mechanism. The results show that, when the O2 and H2O impurities are up to 5000 ppm, the near 

burner radial reaction zone increases in width. Further, the CO production/oxidation in the primary 

zone is significantly influenced by these impurities. Also, the CO distribution is observed to be 

higher at the core of the swirl in the primary zone due to impurities. Under the studied conditions, 

the H2O impurity is delaying the CO oxidation. Hence, higher CO levels can be expected at the 

end of combustor if H2O impurities are higher in the re-cycled CO2 stream. However, O2 impurities 

support the complete oxidation of CO hence a better thermal efficiency can be achieved.  

INTRODUCTION 

The supercritical CO2 (sCO2) power cycle is an emerging technology which has the potential 

to address both environmental concerns and energy demands. The well-known features of this 

power cycle are: 1) the high expected cycle efficiency compared to corresponding HE, AR and 

steam cycles, 2) compactness of the overall power plant, 3) complete capture of CO2 and 4) the 

wide applicability over all power producing applications. This is a closed cycle and uses sCO2 as 
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the working fluid, therefore, CO2 produced by the direct-fired, oxy-methane combustion can be 

recirculated within the same cycle loop and the excess supercritical CO2 from the cycle can be 

used for other commercial purposes [10]. However, current state-of-art peak operating pressures 

for sCO2 combustion is approximately 300 atm [10] and the level of CO2 dilution in the combustor 

is more than 95% percent by mass. Here, the presence of sCO2 at 300 atm shows a different dilution 

effect on combustion phenomenon than N2 (air-diluted combustion) due to significant differences 

in their thermo-chemical properties. Therefore, the mixing and reaction phenomenon, ignition and 

blowout phenomenon are expected to be considerably different in sCO2 combustion than an air-

diluted combustor. At these extreme pressure and dilution conditions, experiments and testing are 

expensive, time consuming, and dangerous. Also, during the initial development of a combustor, 

even finalizing the design based on 3-D simulations is a tedious task because a wide range of 

operating conditions or strategies needs to be tested. Therefore, initial domain of operating 

conditions or strategies can be minimized by accurate 0-D and 1-D simulations. Further, the 

detailed 3-D simulations and experiments can be carried based on the directions of the 0-D and 1-

D analysis. As per the available literature, guidelines for designing and modeling sCO2 combustors 

are minimal [24, 39, 320, 322, 323, 332-336] and still there is a need for testing a large number of 

combinations of initial operating conditions and design strategies before successfully constructing 

an efficient sCO2 combustor.  

 The perfectly-stirred reactor (PSR) modeling was extensively used in the 1950s to guide the 

development of gas turbine combustors and ramjets [128, 324, 325]. Also, complete gas turbine 

combustor performance analysis was carried out by coupling plug-flow reactor (PFR) and PSR 

models [326-328]. This method is used in [239, 337] to provide crucial design considerations for 

sCO2 combustor development. In these works, only a single PSR and PFR combination is used as 
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shown in Fig.1, because the main objective of those works is not to simulate a particular combustor 

but to reduce the initial domain of operating strategies. Therefore, the results shown in those papers 

are qualitative in nature. These works use the real gas version of CHEMKIN, i.e., CHEMKIN-RG 

[311] and coupled with CHEMKIN PSR and PFR codes [329, 330].  

Also, some important requirements for sCO2 combustors are as follows: 1) lower residence 

time/ smaller volume, 2) protection from impurities developed in the closed loop of the cycle, and 

3) complete burning of fuel within the combustion chamber. 

 

Figure 1: Modeling of sCO2 combustor by PSR and PFR [239, 337] 

The first requirement as mentioned earlier is essential from the design point of view because, 

the previous studies show that the sCO2 turbine is fifty-times smaller than an equal power steam 

turbine, hence the combustor volume should be scaled down to an optimal level for proper 

alignment with the turbine. A combustion chamber primary zone volume can be reduced by having 

only pure oxy-methane combustion in the primary zone and by purging recycled CO2 into the 

dilution zone. However, the study [239] shows that, operating the combustor without any CO2 
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dilution in the primary zone is very dangerous at 300 bar pressure. On the other extreme, supplying 

100% of re-cycled CO2 into the primary zone is also not feasible because the amount of residence 

time required to oxidize 99.99% of the fuel is very large. Hence, the size requirement of the 

combustor will be large. An optimum CO2 split between primary and dilution zones in sCO2 

combustors is 50-50% for reasonable size of the combustor and complete oxidation of CO.  

The earlier works [239, 337] qualitatively show the possibility of high CO and O2 traces for a 

smaller residence time combustor and recommends a novel idea of incorporating a pre-reaction 

chamber ahead of the combustion chamber in the sCO2 Allam cycle as shown in the Fig. 2. This 

pre-reaction chamber is shown to reduce the sCO2 combustion chamber required residence time 

for complete burning of fuel, however it should be noted that, a detailed cycle analysis is further 

needed for understanding the feasibility of using a pre-reaction chamber in Allam cycle.  

 

 

Figure 2: Allam cycle with pre-reaction chamber [337]  
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Also, another challenge in the sCO2 combustor design is that the traces of CO, O2 and H2O 

may buildup over a period of closed loop operation and it may influence the combustion 

performance. The work of [26] showed that, impurities could significantly influence sCO2 cycle 

performance. Hence, in this current work the effect of O2 and H2O in re-cycled CO2 stream of 

Allam cycle on combustor performance is studied by using Large-eddy-simulations (LES). The 

LES simulations are performed by a commercial CFD tool called Converge®  

 

MODELING 

A recent sCO2 combustor model [338] of Southwest Research Institute (SwRI), which is under 

development is used in these simulations as shown Fig.3 with a slight change in the dilution zone 

geometry. The inlet flow conditions to the combustor are reproduced from [339] and shown in Fig. 

4. A detailed description of this combustor can be found in the work of [339].  

Here, the oxidizer jet consists of O2 and CO2 and it mixes with pure a CH4 jet inside a swirl 

injector in a crossflow configuration. The swirl angle of the injector is 40o and the reacting jet 

which is coming out of the swirl injector mixes with fifty-percent of purging CO2 in the primary 

zone. The remaining 50% of the CO2 is distributed across the inlets of the dilution zone. Here, it 

should be noted that the design of the dilution zone shown in this work is different from the work 

of [339].  

The detailed simulation parameters are listed in Table 1. Here, Large-eddy simulations are 

performed with the Viscous-One equation model which is developed by [340]. The Converge® 

CFD uses adaptive mesh refining (AMR) strategy hence the base cell size and AMR are used in 

order to have approximately six million cells in the combustor.  Also, Soave-Redlich-Kwong 

equation of state is used in these simulations.  Here, an Aramco 2.0 derived 23-species mechanism 
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[230] is used and all the species transport equations are solved by using SAGE detailed chemistry 

in which all species conservation equations are solved. Further, the viscosity and thermal 

conductivity are modeled by assuming that the working fluid is pure CO2 and these transport 

property profiles are obtained from NIST-REFPROP. An important point to be noted here is that, 

the reactor residence time for this combustor is large i.e., approximately thirty milliseconds, hence 

the simulation is continued until six flow-through times (180 milliseconds). A statistically 

stationary solution is observed after 90 milliseconds, but the data presented in this work are 

obtained at a sufficiently large simulation time (after 140 milliseconds) for better confidence.  

Three cases as shown in Table 2 are simulated to investigate the effect of impurity in the re-

cycled sCO2 stream on the combustor performance. It must be noted that, the influence of CO 

impurity is not studied in this work because as a design requirement the CO must be burnt within 

the combustion chamber, hence no CO is considered in the re-cycled CO2 stream. It should also 

be noted that the total flow rate is kept constant in each case. 

 

Figure 3: A three-dimensional view of recent SwRI sCO2 combustor [338, 339]. (blue colored 

boundaries indicate the inlets of re-cycled CO2 stream for dilution) 
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Figure 4: Inlet flow conditions to the combustion chamber; reproduced from  [339] 
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Table 1: Simulation parameters used in this study 

S. 

No 

Modeling Parameter /model 

chosen 

1)  Turbulence 

modeling  

Large-eddy 

simulation  Viscous 

One Equation. This 

model uses sub-grid 

kinetic energy in 

modeling the turbulent 

viscosity [340].  

2)  Wall heat 

transfer 

modeling 

O’Rourke and 

Amsden [341] 

3)  Combustion 

modeling 

SAGE detailed 

chemistry (all species 

transport equations are 

solved).  

4)  Number of 

cells  

Approximately six 

million cells (Adaptive 

mesh refinement is 

used) 
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5)  Equation of 

state 

Soave-Redlich-

Kwong equation of state 

based on [39] 

6)  Viscosity and 

Thermal 

conductivity  

Pure CO2 properties 

between 800 -1600 K 

from REFPROP [342] 

are used. 

7)  Chemical 

kinetic 

mechanism 

A 23-species 

mechanism derived 

from Aramco 2.0 [230] 

8)  Simulation 

time 

6 follow-through 

times 

 

RESULTS AND DISCUSSION 

As discussed in the introduction purifying the exhaust products of the combustion to obtain 

100% pure re-cycled CO2 stream is expensive. In fact, the separation of the final traces of 

impurities would be costlier. Therefore, the operation cost of exhaust separation can be reduced if 

the combustor is designed to perform under some optimum levels of impurities. The major 

impurities in the exhaust stream could be CO, O2 and H2O. In the Allam cycle, H2O can be 

separated by condensing the exhaust products, but the separation of CO and O2 from the products 

is difficult. Therefore, it is recommended to design the combustion chamber in order to have either 

CO or O2 [337] at the exit. As observed from the work [239], for smaller reactor residence time 

combustors, most of the fuel can remain in the form of unburnt CO. Also, CO does not react in the 
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dilution zone due to the unavailability of O2 (If re-cycled CO2 is pure). Therefore, an optimal lean 

operation is necessary for sCO2 the combustor to burn all of the CO. Now, in such cases of lean 

operation the major exhaust products would be CO2, O2 and H2O. Therefore, three cases as shown 

in Table 2 are considered in the current work to understand the influence of impurities. Also, as 

mentioned in the modeling section, the total flow rate of the re-cycled stream is kept constant in 

all three cases. Here, Case-1 contains pure re-cycled CO2 without any impurities, Case-2 has 5000 

ppm of O2 and Case-3 has 5000 ppm of H2O in the re-cycled CO2 stream.  

 Table 3 shows a comparison of time averaged temperature profiles from the LES simulation 

for the three cases considered. Here, there is a difference in the near burner temperature distribution 

in the radial direction. Radial width of temperature is smaller for Case-1 compared to Cases-2 and 

3. This change is basically due to changes in the reaction zone. In Cases-2 and 3, the O2 and H2O 

present in CO2 stream is reacting with the combustion products and increases in the reaction zone 

are observed.  

Further, Table 4 shows the time averaged mass fraction of CO for the three cases considered. 

Here, it is evident that the CO in the primary zone is higher in Cases 2 and 3 compared to Case-1. 

Also, a high CO concentration region can be observed symmetrical to the axis in all the cases. 

These high CO concentration zones are formed just after the first set of radial dilution holes as 

seen in Fig. 5. Here, the low temperature CO2 which is coming from the dilution holes is quenching 

the reaction zone products temperature and delaying the CO oxidation. It should be noted that, CO 

concentration just after first set of dilution holes is higher in Case-3 of Table 4 and lower for Case-

2. It is because H2O present in the CO2 is retarding the CO oxidation in Case-3 and accelerating 

CO oxidation in Case-2.  
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Table 2: Various cases considered in this study 

Cases investigated in this 

study 

What does the case represent? 

Case-1 The recycled stream consists of pure CO2. 

Case-2 The recycled CO2 stream consists of O2 impurity by 

5000 ppm 

Case-3 The recycled CO2 stream consists of H2O impurity 

by 5000 ppm 

 

Table 5 shows the spatial mean values of CO, O2, CH4 and temperature at the exit of the 

combustor. Here, the inlet CH4 flow rate is the same for all three cases and we can see that all three 

cases show that the CH4 is fully oxidized before the exit. However, the CO levels are significantly 

different. The CO is highest for Case-3 and lowest for Case-2. Which signifies the need of better 

CO oxidation strategies when we cannot separate H2O in the water separation unit of the Allam 

cycle. Also, it is interesting to note that the exit temperature of Case-3 is increased slightly even 

though there is a plenty of CO remains at the exit. Further Case-2 shows that almost 2000 ppm of 

O2 is left at the combustor exit when there is O2 impurity in the re-cycled CO2 stream and this case 

has the least CO and highest temperature. Therefore, these show that the lean operation is the best 

strategy to achieve a better thermal efficiency. As per current state-of-art, operating air-separation 

units is costlier in the Allam cycle and hence the lean operation is less acceptable. Therefore, 

further cycle analysis is required in this direction.  
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Table 3: The comparison of combustor mid-section temperature contours 

Case Contours of Temperature 

1 

 

2 

 

3 

 

 

. Table 4: The comparison of combustor mid-section CO contours 

Case Contours of CO Mass Fraction 

1 
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2 

 

3 

 

 

 

 

 

Figure 5: A 3D view of CO mass fraction distribution on the cross-section plane.  
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Table 5: The spatial, time averaged mean values CO, O2, CH4 and temperature at the exit plane 

of the combustor 

 CO (ppm) O2 (ppm) CH4 (ppm) Temperature 

(K) 

Case1 1194 351 0 1402.3 

Case2 185 2000 0 1415.9 

Case3 1782 248 0 1408.4 

 

CONCLUSIONS 

In the current work, recent zero and one-dimensional design investigations for sCO2 

combustion are reviewed and large-eddy simulations are performed using the Converge® CFD 

tool to investigate the effect of impurities such as O2 and H2O in the re-cycled CO2 stream on the 

combustor performance. The conclusions are as follows: 

1) Presence of H2O in the re-cycled CO2 stream retards CO oxidation, hence higher CO 

concentrations can be expected at the exit of the sCO2 combustor.   

2) Presence of O2 in the re-cycled CO2 stream improves CO oxidation, hence CO can be burnt 

completely within the combustion chamber.  

3) O2 impurities also improve the thermal efficiency in the sCO2 combustor.  
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APPENDIX 6 The Effects of Pressure and Dilution on Turbulence-Chemistry 

Interaction inside sCO2 Combustor 

The sCO2 power cycle technology addresses the global concerns like growing energy demand and 

environmental pollution. The main features of this cycle are, high efficiency, compact foot print 

and carbon capture. Moreover, this concept of the sCO2 power cycle is applicable in almost all the 

existing power producing technologies. However, the significant research towards developing a 

supercritical gas-turbine power plant is started after the extensive study on supercritical CO2 

(sCO2) power cycle concept by Dostal, et al. [1]. The direct-fired sCO2 cycle is one such 

conceptual power producing technology where the maximum operating pressures are as high as 

300 atm and CO2 dilution level is as high as 95% by mass. This pressure is approximately four 

times higher than the critical pressure of CO2. At these pressures, the experimentation is very 

expensive, dangerous and time consuming. Therefore, simulation play a major role in the initial 

development of sCO2 combustors. Currently, very few research groups have directed their focus 

on the simulation of sCO2 combustion phenomenon. Therefore, some fundamental investigations 

to understand the behavior of sCO2 combustion would help in the analysis of the future simulation 

results. Thus, in the current literature the effect of pressure and dilution on the turbulence-

chemistry interaction has been studied by using an inhouse premixed conditional moment closure 

(PCMC) code [2]. The earlier studies [3] have shown that at lower turbulent dissipation values the 

reaction chooses complex paths. However, the effect of pressure and dilution is not quantified, 

hence studied in the current work for a typical sCO2 mixture condition. Here a comparison is made 

between atmospheric air combustion and a highly diluted supercritical N2 (sN2) and CO2 (sCO2) 

diluted, constant pressure combustion. The Soave-Redlich-Kwong (SRK) EOS which is 

considered as most accurate for sCO2 combustion [4] is included in PCMC code through 
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CHEMKIN-Real gas [5].  It should be noted that, the chemical kinetic mechanism is critical for 

the accurate combustion simulations. The recent studies [6-8] have shown that the Aramco 2.0 

mechanism [9] is better suitable for sCO2 combustion simulations. Therefore, Aramco 2.0 

mechanism is used in this study for accounting the chemistry.   

MODELING 

The PCMC model as shown in Eq.1, is a premixed turbulent combustion model which conditions 

the species mass fractions on the reaction progress variable (RPV) and closes the chemical source 

terms in the enthalpy equation with conditioned reaction rates. In other words, the PCMC can 

estimate all the species mass fractions involved in combustion as the reaction progresses from 

unburnt to fully-burnt conditions, at various turbulence levels by solving the second order PCMC 

ordinary differential equation for each species with a two-point boundary value problem solver.  

The PCMC equation:                         (Eq.1) 

Here  is the density, |ζ is the conditioned scalar dissipation (level of small scale turbulence), 

is the conditioned source term for the RPV Eqn.,  is the conditioned reaction rate and  

are the conditioned mass fractions and the derivatives are with respect to the RPV.  

Four different cases are considered in this section as shown in Table 1. The first case is the 

atmospheric combustion in air dilution. For the remaining cases, the molar ratios are chosen in 

such a way that the initial mass fractions of the CH4, O2 and the diluent are same. The case two 

has additional N2 compared to case one. Also, the operating pressure of case three and four are 

300 times more than the operating pressure of the case two. Further, in case four, the sN2 is 

replaced by sCO2 in such a way that their corresponding mass fractions are same. The case three 

and four are solved by using Soave-Redlich-Kwong EOS. 
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S. No Case Operating conditions EOS 

Equilibrium 

Temperature 

(K) 

1 Air dilution Inlet CH4/O2/N2 moles =1/2/7.52; 

Tin = 1000 K; Pin = 1 atm 

Ideal Gas 2550 

2 N2 dilution Inlet CH4/O2/N2 moles =1/2/42; 

Tin = 1000 K; Pin = 1 atm 

Ideal Gas 1511 

3 sN2 dilution Inlet CH4/O2/N2 moles =1/2/42; 

Tin = 1000 K; Pin = 300 atm 

SRK 1531 

4 sCO2 

dilution 

Inlet CH4/O2/CO2 moles =1/2/26; 

Tin = 1000 K; Pin = 300 atm 

SRK 1500 

 

 RESULTS AND DISCUSSION 

The work [2, 10] shows the need of considering the turbulence effects while reducing a detailed 

chemical mechanism. According to [2, 10], the reaction pathways at smaller turbulence levels are 

significantly different from the reaction pathways at larger turbulent levels, therefore these 

influences must be accounted while eliminating the species and reactions from larger chemical 

mechanisms. This section discusses the effect of turbulence level on the highly diluted, high 

pressure methane combustion. In the current section, two extreme turbulent dissipation values such 

as N=200,000 and 0.05 are chosen for each case of interest. 
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Figure 1 shows the mass fractions of species CO, OH, HCO, H, and CH4 for the four cases of 

interest. The first four species are the important radicals in the prominent CO reactions as discussed 

in [11]. Each column in Fig. 1 is corresponding to a particular case as listed in Table 1. Also, each 

plot has corresponding mass fraction variation of a species at two extreme turbulent dissipation 

values. The case one, i.e. the air dilution case is having higher initial mass fractions of CH4 and O2 

dilutions and lesser N2 dilution compared to other cases. Therefore, the final temperatures after 

complete combustion is higher in the first case i.e. 2550 K. Though the initial mass fractions for 

remaining three cases are same, the third case which is having sCO2 as a diluent is having the 

lowest equilibrium temperature i.e. 1500 K due to the higher specific heat of CO2. Basically, the 

last three cases are representing a highly diluted, low-temperature combustion.  

The subplot (1,1) in Fig. 1 shows the variation of the mass fraction of CO for case one and here 

the average percentage deviation of CO mass fraction between the two considered turbulent 

dissipation values is ~260 %. However, in the subplot (1,2) in Fig. 1, the corresponding average 

percentage deviation of CO mass fraction is about ~1150 %. Though the deviation in CO mass 

fraction is high by its percentage the absolute values of the CO mass fraction is small compared to 

other cases.  A careful observation of all the plots in column two of Fig. 1 shows that the all the 

radicals produced in highly N2 diluted combustion, at lower turbulent dissipation values are very 

small by magnitude and they do not have any impact on the CH4 disintegration as it can be seen 

from subplot (4,2) in Fig. 1. Therefore, the turbulence effects are very small in highly diluted, 

atmospheric combustion. However, when it comes to the third case i.e. sN2 dilution at 300 atm the 

percentage deviation of CO mass fraction between the turbulent dissipation values is ~338500%. 

The similar magnitude of deviation can be observed in the fourth case (sCO2 dilution) also. Though 

the absolute mass fractions of the radicals are smaller compared to air diluent combustion, these 
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mass fractions have a significant effect on the CH4 consumption at lower turbulent dissipation 

values and it is evident from the subplots (4,3) and (4,4) of Fig. 1. It essentially shows the need of 

considering turbulence effects in reducing a mechanism for high-diluent, supercritical combustion 

applications. Another important observation from the sub plot (1,3) and subplot (1,2) of Fig. 1 is 

that the peak CO mass fraction is higher in the case of sN2 dilution compared to N2 dilution, which 

shows that the pressure is the main parameter which helps in radical production in highly diluted 

combustion. Also, the subplot (1,3) and (1,4) in Fig. 1 shows that there is no significant difference 

between sN2 and sCO2. Also, another interesting observation is that the mass fractions of CO in 

sCO2 combustion are much lesser in atmospheric combustion, the main reasons is that the sCO2 

combustion is a low-temperature combustion, therefore the dissociation effect on CO2 is lesser.  
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Figure 1: The effect of turbulence dissipation on the highly diluent, high-pressure combustion 



 

Appendices 332 
 

 

 

 

Figure 2: The source term (Sc) in highly diluent, high-pressure combustion 

Figure 2 shows the variation of the conditional source term Sc in PCMC equation, in a highly 

diluent, high-pressure combustion. According to Martin, et al. [12], at atmospheric pressures, 

initially, the peak value of Sc increases with decrease in turbulent dissipation value and after a 

certain turbulent dissipation it decreases with further decrease in turbulent dissipation. Moreover, 

at very small turbulent dissipation values it remains constant. The subplot (1,1) and (1,2) of Fig. 2 

shows the same phenomenon as observed in previous literature. However, for high pressure cases 

i.e. for subplots (1,3) and (1,4) of Fig. 2 shows that, up to N=0.05 the Sc is observed to be 

increasing. Also, the maximum Sc for atmospheric combustion is reported to occur after RPV is 

equal to 0.5 and the same observation can be re-confirmed from the subplots (1,1) and (1,2) of Fig. 

2. However, interestingly, for supercritical combustion the peak is towards the left which signifies 

that the maximum energy release occurs before RPV value of  0.5.  
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CONCLUSIONS 

A comparison is made between turbulence-chemistry interactions of atmospheric air diluted 

combustion with respect to highly diluted, supercritical N2 and CO2 diluted, constant pressure 

combustion by using an inhouse premixed conditional moment closure method. The important 

conclusions are listed as follows.  

Lower turbulent dissipation has almost same influence as larger turbulent dissipation on CH4 

consumption for a high N2 diluted, atmospheric combustion. However, at supercritical pressures 

both the levels of turbulent dissipation have a distinctive and significant effect on CH4 

consumption throughout the reaction progress. It is mainly due to the high intermediate CO which 

is formed because of supercritical pressure.  

The influence of turbulent dissipation on methane consumption is almost same on sN2 and sCO2 

diluted combustion phenomenon.  

The rate of energy release in sCO2 diluted combustion is twice as that of sN2 diluted combustion.  

Further, the source term (Sc) has small magnitudes in supercritical combustion. Hence, the energy 

release rate is very small compared to atmospheric air-combustion.  
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APPENDIX 7 GLOBAL MECHANISM FOR OXY-METHANE COMBUSTION 

IN A CO2 ENVIRONMENT 

There has been some recent work on the global kinetic modeling of flames in oxy-fuel combustion 

for methane. The main challenge is that none of the mechanisms were developed to understand the 

time-scales of ignition. Here, a 3-step mechanism was developed for methane combustion in oxy-

fuel environment. The mechanisms were simulated using a closed batch homogeneous batch 

reactor with constant pressure and compared to baseline simulations performed using a detailed 

mechanism. All simulations were performed for methane used a mixture of XCH4 = 0.05, XO2 = 

0.10 and XCO2 = 0.85. Mechanisms were altered using the global mechanism equilibrium approach 

to ensure that the steady-state values matched the reference values and were further altered using 

an optimization scheme to match experimental data that was taken in a shock tube. Simulation 

results of methane, CO time-histories, and temperature profiles from the global mechanism were 

compared to those from the detailed mechanism. Ignition delay times were used to represent the 

time-scales of combustion. This was defined for current simulations as the time required for 

methane concentration to reach 5% of its initial value during combustion. Using this approach, the 

3-step methane combustion mechanism showed excellent improvement in the ignition timing over 

a range of pressures (1 to 10 bar) and initial temperatures (1500 to 2000 K) for both lean and 

stoichiometric mixtures but fails to predict ignition delay times at 30 bar or the ignition delay times 

of fuel rich mixtures. Ongoing effort focuses on extending this new global mechanism to higher 

pressures and to syngas mixtures. 

Nomenclature 

CFD Computational Fluid Dynamics 
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XCH4 CH4 mole fraction 

T  Temperature 

P   Pressure 

ϕ   Equivalence Ratio 

Introduction 

Accurate mechanisms are crucial for the development of future combustor and turbine designs. 

New techniques in manufacturing and improvements in numerical techniques have opened the 

door for complex designs in the combustor. This leads to a feedback loop as more analysis and 

simulations are needed for design and verification of these designs. Computational time and costs 

increase with the size of the mechanism, and therefore a reduced mechanism is necessary for CFD 

simulations [39, 343]. This paper focuses on the development of a global mechanism that captures 

the most important species in oxy-fuel combustion that can be utilized in CFD simulations with 

complex geometries. 

There are several mechanisms that exist in the literature for methane combustion that have been 

developed over the years. Jones and Lundstedt developed a four-step mechanism that included two 

fuel breakdown reactions and then included hydrogen oxidation and the water-gas shift reaction 

[344]. A second mechanism was created by Westbrook and Dryer that was most recently updated 

in 2007 combining fuel breakdown with the oxidation of carbon monoxide [345]. The problem 

was that as novel concepts to improve the efficiency and reduce the emissions are conceived, the 

two mechanisms start to leave the narrow range of conditions that the mechanisms were designed 

for. Neither mechanism could match the CO-CO2 interactions that had been shown to be have 

important effects when CO2 was used as the diluent compared to air [41, 93, 346-350].  
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In the last 10 years, these global mechanisms have been modified as oxy-fuel has become an 

increasingly important topic. Andersen et al. developed two mechanisms based on each of the 

mechanisms above and modified the reaction rates to predict oxy-fuel combustion in an isothermal 

plug flow reactor [351]. The mechanisms kept the initiation reactions from the original mixtures 

and modified the other steps to match the time-histories of major species. Improvements to the 

CO-CO2 reaction subsets allowed for major improvements in the performance for oxy-fuel 

conditions. The problem is that the mechanisms were not able to match the combustion time-scales 

that are seen in larger detailed mechanisms.  

The new mechanism developed in this paper examines matching ignition delay time measurements 

while maintaining the improvements that Andersen et al. showed with the modified Westbrook 

and Dryer mechanism for the key species time-histories. The mechanism was also compared to 

data taken from the literature to understand the extent of conditions that the modified mechanism 

can accurately model the oxy-fuel combustion. 

Theory and Mechanism Development 

Modifications to the 3-step mechanism from Andersen et al. were taken to improve the combustion 

time-scales while maintaining the emissions improvements found in the original version. The 

modifications were performed on all three reactions on the pre-exponential factor, the activation 

energy and the reaction orders using a closed-homogeneous reactor with constant-pressure. The 

time-scales were based on ignition delay times. The mechanism was compared to the Westbrook 

and Dryer mechanism, the modified mechanism from Andersen et al. and the detailed Aramco 2.0 

mechanism which contains 493 species and 2716 reactions [345, 351, 352]. The simulations were 

compared to data taken from Pryor et al. [353]. The modifications to the 3-step mechanism are 

shown in Table 1. 
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Simulations were performed using Chemkin Pro [354] software. All ignition delay times for 

comparison were measured in UCF’s shock tube. The shock tube was modeled using a constant-

pressure reactor and the energy equation was solved. The initial temperature range for these 

simulations was 1000 – 2000 K. The mixture used for the development of the mechanism was kept 

constant at XCH4 = 0.05, XO2 = 0.10, XCO2 = 0.85. All five species (CH4, O2, CO, H2O, CO2) and 

temperature profiles were monitored during the simulations. 

Typically, the ignition delay time is taken from an emissions profile for both experiments and the 

simulations. The ignition delay times for these simulations are taken from the methane time-

histories of the experiments. Because the global mechanism does not include any radical species 

in the mechanism, a new definition for the ignition delay time has been created for this work. The 

ignition delay time was defined for all simulations as the time difference between the start of the 

simulation and the time when methane concentration reaches 5% of its initial value. Methane decay 

has been shown in Koroglu et al. to be a good approximation of the ignition delay times [355]. As 

a result, the methane profile was also included as a parameter for global mechanism improvements. 

The original modified mechanism used by Andersen et al. employed an equilibrium approach to 

match the global mechanism constants to the stoichiometric constants. The mechanism created by 

Andersen et al. left the initiation reaction untouched from the values that were calculated from 

Westbrook and Dryer and focused on the CO-CO2 subset. The problem is that ignition delay times 

Table 23. Modifications to the Andersen et al. mechanism 

Reactions A β E Reaction Orders 

1 CH4 + 1.5O2 => CO + 2H2O 5.0 x 109 0.0 56.0 x 103 [CH4]0.4 [O2]0.6 

2 CO + 0.5O2 => CO2 4.0 x 108 0.0 10.0 x 103 [CO]1.2 [O2]0.25 [H2O]0.5 [CO2]-0.2 

3 CO2 => CO + 0.5O2 6.0 x 108 -0.97 66.5 x 103 [CO2]0.8 [H2O]0.5 [O2]-0.2 [CO]-0.3 
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are relatively insensitive to CO-CO2 subset, being dominated by the first reaction. As such the 

initiation reaction was modified to more accurately model the system. The mechanism developed 

in this work was based on the methods outlined in Andersen et al. for developing a global 

mechanism for oxy-fuel conditions [351]. 

The accuracy of global mechanisms suffers as a result in the minimum number of species that are 

used in the model. This results in the breakdown in the fundamental thermodynamics that define 

the chemical kinetics field. This also allows for modifications to be made not only to the pre-

exponential factor and the activation energy but also the reaction orders that are typically 

calculated internally in a detailed mechanism. The reaction orders were both reduced in order to 

ensure that the methane time profile matched the profile from the Aramco 2.0 mechanism which 

has been confirmed in the Koroglu et al. [355]. Figure 1 shows a comparison of the methane time-

histories with the time-normalized to the ignition delay times for a temperature of 1500 K. Similar 

profiles are seen at other temperatures. 

The issue that was created by altering the initiation reaction was that the peak CO level becomes 

much lower than the level compared to the detailed mechanism. The activation energies and the 

pre-exponential factors were altered as a result. The reaction orders were also edited to match the 

profile shapes of the major species time-histories. The addition of CO2 and CO as negative reaction 

orders in the forward and reverse CO oxidation reaction allowed for a high peak CO level while 

maintaining the carbon monoxide steady-state level and matching the max temperature during the 

simulation. 
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Figure 119. Comparison of the 

methane time-histories between 

different mechanisms at 1500 K. 

Time was normalized based on the 

ignition delay time for each mixture. 

The ignition delay times were 

defined as the time to reach 5% of 

the initial value of methane. 

 

 

Figure 120. Ignition delay times for 

oxy-methane combustion using four 

different mechanisms. The 

experimental data was taken from 

Pryor et al [353]. Pressure for all 

simulations was kept at 1 bar. 

Mixture Composition:  XCH4 = 0.05, 

XO2 = 0.10,   XCO2 = 0.85. 

Results and Discussion 

Results from Mechanism Development 

The mechanism was compared to experimental data that was taken from Pryor et al. [353].The 

ignition delay times are much better modeled with the improved oxy-methane global mechanism 

compared to the previous state-of-the-art. Figure 2 shows the ignition delay times using the 

modifications to the reactions compared to the original Westbrook and Dryer mechanism and the 

modifications undertaken by Andersen et al. The different mechanisms are also compared to data 

taken from Pryor et al. that shows the Aramco 2.0 mechanism does a good job predicting the 
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ignition delay times [353]. By editing the pre-exponential factor and the activation energy of 

Reaction 1, both the ignition delay times and the slope of the curve could be matched to the detailed 

mechanism and experimental data that has been taken for this mixture. The new mechanism is 

unable to match the curve that occurs at the low temperatures of the detailed mechanism but there 

is no data that has been taken in this area to verify that this curvature is real. 

The CH4, CO, H2O time-histories as well as temperature profiles were all considered during the 

development of the new mechanism. Three different temperatures were considered during this 

system at 1200 and 1800 K to represent the full range simulations.  

CO concentration was an important species to monitor during the mechanism development. CO is 

the only intermediate and is a regulated species for power generation. Both the peak CO 

concentration and the steady-state CO level after ignition were considered during the development. 

Figure 3 shows the CO concentrations during the simulations at the 1200 K (Left) and 1800 K 

(Right). The mechanism is not able to match the peak level of CO during the simulations compared 

to the Aramco 2.0 mechanism. By altering the first reaction and the ignition delay times, the peak 

CO remained at a lower level than is expected by the detailed mechanism. The trends that are 

present in the Aramco 2.0 mechanism are maintained by the mechanism and the CO steady-state 

value is modeled relatively well at all conditions. The Andersen et al. mechanism did an excellent 

job of matching the steady-state value and was an important parameter shown in the paper but 

some accuracy in the level was sacrificed in this paper to match the time-scales that are shown by 

the Aramco 2.0 mechanism. 

The final two parameters that were considered during the simulations were the water time-histories 

and the temperature profiles. Both values were considered to ensure that there was little deviation 

from the desired trends in the Aramco 2.0 mechanism so that the mechanism could be as robust 



 

Appendices 341 
 

and accurate as possible. The maximum water concentration was already well modeled by both 

the Andersen et al. and Westbrook and Dryer mechanisms. During the development of the 

mechanism in this study, the water concentration did not undergo major changes and is still 

accurate throughout the simulations performed. Temperature profiles are shown at two different 

temperatures in Figure 4. The temperature profiles new mechanism can accurately measure the 

temperatures during the simulations at the lower temperatures but slightly over predicts the max 

temperature compared to the Aramco 2.0 and Andersen et al. mechanisms. The temperature profile 

of a decrease in the rate of the temperature rising was unable to be accurately simulated by any of 

the global mechanisms. 

  

Figure 121.  CO concentration time-histories. Left) temperature at 1200 K. Right) Temperatur     

Pressure was 1 bar. Mixture Composition: XCH4 = 0.05, XO2 = 0.10, XCO2 = 0.85. 
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Figure 122.  Comparison of temperature profiles between different mechanisms. Left) 

Temperature at 1200 K. Right) Temperature at 1800 K. Pressure was 1 bar. Mixture 

Composition: XCH4 = 0.05, XO2 = 0.10, XCO2 = 0.85. 

Mechanism Validation and Comparison to Experiments 

The global mechanism was compared to ignition delay times found in the literature to determine 

the full range of conditions that the mechanism could accurately predict. The mechanism was 

compared data taken from Koroglu et al. and Pryor et al. to understand the limits of the mechanism. 

The new updated mechanism does an excellent job at low pressures based on the data taken from 

Koroglu et al. and Pryor et al. [37, 355]. The mechanism can accurately predict the ignition delay 

times for one mixture and set of experiments but those were a limited number of experiments. The 

combination of these experiments includes various levels of carbon dioxide, different equivalence 

ratios, four different pressure ranges and several distinct levels of fuel loading. 

The mechanism can accurately predict the ignition delay times for equivalence ratios between ϕ = 

0.5 to 1.0, particularly at pressures close to 1 bar. Figure 5 (Left: Stoichiometric Mixture, ϕ = 1.0, 

Right: Lean Mixture, ϕ = 0.5) show the different mechanisms compared to experiments from 

Koroglu et al. [355]. The mechanism fails to predict the ignition delay times at rich mixtures. Using 
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the data for ϕ = 2.0 from Koroglu et al., the updated mechanism does the worst performance of the 

three mechanisms. The Andersen et al. mechanism was originally under predicted the ignition 

delay times by an order of magnitude compared to the Aramco 2.0 mechanism and experimental 

data, but it does much better with higher equivalence ratios. The current study over predicts the 

ignition delay times by an order of magnitude while the Andersen et al. mechanism over predicts 

by 3 times the Aramco 2.0 mechanism. 

  

Figure 123.  Ignition Delay time comparisons to data from Koroglu et al [355]. 

Left) Average pressure was 0.769 Bar. Mixture Composition: XCH4 = 0.035, XO2 = 

0.070,      XCO2 = 0.300, XAr = 0.595. Right) AVERAGE pressure was 0.787 Bar. 

Mixture Composition: XCH4 = 0.0175, XO2 = 0.070,      XCO2 = 0.300, XAr = 0.6125. 

The mechanism was also compared to data that was taken at elevated pressures. Experimental 

data existed in Koroglu et al. and Pryor et al. at pressures around 4 bar, 8 bar and 30 bar [36, 37, 

355]. Two sets of experiments at different pressures are shown in Figure 6. The mechanism does 

not perform as well at these elevated pressures. The mechanism predicts the ignition delay times 

between equivalence ratios between 0.5 and 1.0 but still is unable to predict the ignition delay 

times for rich conditions. For the lean and stoichiometric mixtures, the ignition delay times are 

over predicted by approximately a factor of 2 – 2.5 but can predict the energy required for the 
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ignition delay times or the slope of the ignition delay time on the graph. For comparison, the 

Andersen et al. mechanism differed from the Aramco 2.0 mechanism by a factor of 7 – 10 and 

had much greater variance in the numbers so it failed to match the slope that the Aramco 2.0 

mechanism predicts. 

 

Figure 124. Ignition Delay time comparisons for 

fuel rich conditions. Data taken from Koroglu et al 

[355]. Average pressure was 0.694 Bar. Mixture 

Composition: XCH4 = 0.07, XO2 = 0.07,      XCO2 = 

0.30, XAr = 0.56. 

 

The same trend was seen in the ignition delay times for the experiments around 8 atm. The ratio 

between the ignition delay times predicted by the new mechanism compared to the Aramco 2.0 

mechanism was 3.3 for both levels of CO2 dilution while the Andersen et al. mechanism was off 

by a factor between 10 and 12. The new mechanism over predicts the mechanism and the 

experimental data points but still improves upon the original mechanism that it was built upon. 
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The final experiments that the mechanism was compared to was experiments taken at an average 

pressure of 30 bar. The new mechanism over predicts the ignition delay times by approximately 

9 times the Aramco 2.0 mechanism while the Andersen et al. mechanism under predicts the 

ignition delay times by a factor of 12. The Aramco 2.0 mechanism also slightly over predicts the 

ignition delay times compared to the experimental trace so both mechanisms tend to be off by 

one order of magnitude. 

  

Figure 125.  Ignition Delay time comparisons to data from Pryor et al [37].  LEFT) 

Average pressure was 7.291 Bar. Mixture Composition: XCH4 = 0.035, XO2 = 0.070,      

XCO2 = 0.600, XAr = 0.295. RIGHT) AVERAGE pressure was 30.03 Bar. Mixture 

Composition: XCH4 = 0.05, XO2 = 0.10,      XCO2 = 0.300, XAr = 0.85.  

Conclusions 

A 3-step global mechanism has been developed for oxy-fuel combustion of methane in CO2. The 

mechanism was compared to experimental results and a detailed mechanism was used as a baseline 

for the comparisons. 

The methane mechanism which was developed from a previous mechanism designed for oxy-fuel 

can match the ignition delay times for a range of conditions. The mechanism showed good 
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agreement with the detailed mechanism for the methane and water time-histories. It also displayed 

agreement with the steady-state CO level but fails to simulate the peak CO concentration 

accurately. Temperature profile predicted was also shown to match those of the detailed 

mechanism. The mechanism was compared to ignition delay time experiments from the literature 

and it showed that the mechanism is valid for an equivalence ratio between 0.5 and 1.0 over a 

range of temperatures between 1500 and 2200 K. The mechanism failed to predict the rich 

conditions that were measured by Koroglu et al. The mechanism was also compared to elevated 

pressures up to 30 bar. The mechanism was able to simulate experiments up to 10 bar within a 

factor of 3 but shows improvement compared to the literature which was off by an order of 

magnitude for similar experiments. The mechanism failed to accurately predict the ignition delay 

times at 30 bar, over predicting the ignition delay times by an order of magnitude while the 

Andersen et al. mechanism under-predicted the ignition delay times by a similar amount. The 

current methane mechanism over-predicted ignition delay times by increasing amounts as the 

pressure increases and work is being undertaken to address the validation range of the global 

mechanism to higher pressures. 
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