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Abstract: A potential risk of injecting CO2 into storage reservoirs with marginal permeability 11 

(≲ 10 mD (1 mD = 10-15 m2)) is that commercial injection rates could induce fracturing of the 12 

reservoir and/or the caprock. Such fracturing is essentially fluid-driven fracturing in the leakoff-13 

dominated regime. Recent studies suggested that fracturing, if contained within the lower portion 14 

of the caprock complex, could substantially improve the injectivity without compromising the 15 

overall seal integrity. Modeling this phenomenon entails complex coupled interactions among the 16 

fluids, the fracture, the reservoir, and the caprock. We develop a simple method to capture all 17 

these interplays in high fidelity by sequentially coupling a hydraulic fracturing module with a 18 

coupled thermal-hydrological-mechanical (THM) model for nonisothermal multiphase flow. The 19 

model was made numerically tractable by taking advantage of self-stabilizing features of leakoff-20 

dominated fracturing. The model is validated against the PKN solution in the leakoff-dominated 21 

regime. Moreover, we employ the model to study thermo-poromechanical responses of a fluid-22 

driven fracture in a field-scale carbon storage reservoir that is loosely based on the In Salah 23 



project’s Krechba reservoir. The model reveals complex yet intriguing behaviors of the 24 

reservoir-caprock-fluid system with fracturing induced by cold CO2 injection. We also study the 25 

effects of the in situ stress contrast between the reservoir and caprock and thermal contraction on 26 

the vertical containment of the fracture. The proposed model proves effective in simulating 27 

practical problems on length and time scales relevant to geological carbon storage. 28 

 29 

Keywords: Geologic carbon storage, CO2 fracturing, THM coupled modeling, multiphase 30 

multicomponent fluid flow, supercritical CO2 31 

1 Introduction 32 

 33 

Geological carbon storage (GCS) is a promising measure to mitigate the effect of anthropogenic 34 

greenhouse gas emissions on climate change (Pacala and Socolow, 2004; International Energy 35 

Agency, 2010). To have a meaningful impact on the net CO2 emission through GCS requires 36 

injecting a large quantity of CO2 into subsurface geological reservoirs (Orr, 2009; Haszeldine, 37 

2009). Existing pilot and experimental GCS projects mainly focus on storage reservoirs with 38 

ideal conditions, such as high porosity and high permeability (typically in the range of hundreds 39 

to thousands of millidarcy (1 mD = 10-15 m2)). Considering that high quality reservoirs do not 40 

necessarily exist near CO2 sources, the utilization of less favorable reservoirs, such as those with 41 

marginal permeabilities (i.e. low tens of mD), can significantly improve the commercial viability 42 

of GCS. In particular, recent commercial-scale field tests demonstrate that many such low 43 

permeability reservoirs have enormous CO2 sources nearby and also enjoy easy access to drilling 44 

and comprehensive monitoring systems (Mito et al., 2008, Rinaldi et al, 2013). One good 45 

example of such sites is In Salah, Algeria, where a large amount of CO2 source from nearby 46 



natural gas production was injected into several storage reservoirs with marginal permeabilities 47 

(around 10 mD) (Iding and Ringrose, 2010; Rinaldi et al., 2013). Therefore, understanding GCS 48 

in reservoirs with marginal permeability is of great significance. 49 

The main challenge facing injection into marginal-permeability reservoirs is the low injectivity 50 

under the pressure constraints that prevent fluid-driven fractures, namely, hydraulic fractures, 51 

from occurring in storage reservoirs. Previous studies showed that using a low injection rate that 52 

complies with the pressure constraint cannot achieve even a moderate commercial-level injection 53 

rate, i.e. a million-metric ton per year per well (Fu et al., 2017).  However, recent studies 54 

postulated that the issue of low injectivity in marginal-permeability reservoirs might be 55 

effectively and safely mitigated if injection-triggered hydraulic fractures can be contained within 56 

reservoir rocks or the lower portion of the caprock without jeopardizing the overall seal integrity 57 

of the caprock complex (White et al., 2014; Fu et al., 2017). Circumstantial field data and 58 

observations from the In Salah site also suggest the possible existence of such postulated 59 

scenarios (Bohloli et al., 2017; Oye et al., 2013; White et al., 2014).    60 

Modeling hydraulic fracturing in marginal-permeability GCS reservoirs entails the simulation of 61 

many complex processes: multiphase multicomponent fluid flow and heat transfer within 62 

fractures and matrix, mass and heat exchanges between fracture and matrix flows, poro/thermo-63 

elastic deformation of solid rocks, and fracture propagation. Although many numerical studies 64 

have tackled this challenging task, significant simplifications had been made to mitigate various 65 

numerical challenges. These simplifications could be broadly divided into two groups: (1) 66 

treating hydraulic fractures as a highly permeable porous zone and (2) simplifying multiphase 67 

and nonisothermal flow behaviors of injected CO2. 68 



The first group of works typically simplify the dynamic interactions between fracture 69 

propagation and matrix flows and also neglect some key characteristics of hydraulic fractures 70 

(e.g. Morris et al., 2011; Pan et al., 2012; Raziperchikolaee et al., 2013; Sun et al., 2016). In 71 

other words, these are not designed to accurately predict the coupled thermo-hydro-mechanical 72 

(THM) responses of reservoir and caprocks once fluid-driven fractures are created. Many models 73 

in this category employ a continuum-based method, such as the dual porosity models and dual 74 

permeability models (e.g. Guo et al., 2017; Li and Elsworth 2019; Fan et al., 2019), neither of 75 

which could represent the complex flow behaviors associated with a propagating fracture. 76 

Moreover, works that attempt to capture geomechanical responses of hydraulic fractures often do 77 

not address complexities caused by an evolving fracture tip (e.g. Gor et al. 2014; Eshiet and 78 

Sheng 2014; Vilarrasa et al., 2014). In other words, they cannot explicitly depict the evolution of 79 

fracture extents and shapes which is critical to evaluating fracture containment (Rutqvist et al., 80 

2016; Ren et al., 2017; Vilarrasa et al., 2017; Sun et al., 2017).  81 

The second group of works, on the other hand, strive to capture essential features associated with 82 

hydraulic fracturing, such as fracturing propagation, seepage (leakoff) of fluid through fractures 83 

into reservoirs, and strong nonlinearity of the coupling between fracture permeability and 84 

hydraulic aperture ( Fu et al., 2017;  Culp et al., 2017; Salimzadeh et al., 2017; Salimzadeh et al., 85 

2018; Gheibi et al. 2018; Mollaali et al., 2019; Yan et al., 2020), but substantially simplify fluid 86 

flow characteristics unique to supercritical CO2 flow in a saline reservoir. The works of Fu et al. 87 

(2017) and Yan et al. (2020) focused on modeling isothermal fluid flow in porous media and 88 

ignored the thermal responses of fractures in the storage reservoir. However, these responses 89 

have a great impact on caprock integrity (Vilarrasa et al., 2014; Kim and Hosseini, 2014; Kim 90 

and Hosseini, 2015; Salimzadeh et al., 2018). The simulations conducted by Salimzadeh et al. 91 



(2018) used a surrogate flow model—single-phase flow model— for simulating two-phase CO2 92 

flow, neglecting the pressure- and temperature- dependency of the PVT (pressure, volume, 93 

temperature) properties and multiphase flow of supercritical CO2. In addition to discrete fracture 94 

models used by the above studies, smeared fracture models, such as the phase field method 95 

(Francfort and Marigo, 1998; Francfort et al., 2008), have also been adapted to address hydraulic 96 

fracturing related to CO2 injection. Although it is straightforward to integrate the mass and 97 

energy conservations of CO2 into the general formulation of the phase field method and to 98 

consider complex fracture processes (e.g. Culp et al., 2017; Mollaali et al., 2019), the smearing 99 

nature of this approach, nonetheless, poses stringent requirements on mesh refinement and 100 

adaptivity to accurately reconstruct the displacement discontinuities across the fracture surface 101 

(Lecampion et al., 2017). This numerical challenge has limited the application of the phase field 102 

to small-scale simulations (Mollaali et al., 2019). According to the latest review on the modeling 103 

of caprock integrity (Paluszny et al. 2020), a fully coupled 3D model that can capture the 104 

complex interplay among CO2 injection, reservoir responses, and the propagation of hydraulic 105 

fractures at the field-scale is not currently available. The scarcity of such models is likely owing 106 

to the lack of a modeling scheme that can effectively and efficiently simulate the inherent 107 

complexity of hydraulic fracturing in marginal-permeability GCS reservoirs.  108 

The objective of this study is to develop a modeling scheme that effectively and efficiently 109 

simulates hydraulic fracturing in GCS reservoirs and to study the mechanisms of fracture 110 

containment within the caprock formations. The proposed scheme is particularly designed to 111 

simulate the interactions between coupled THM processes in a CO2 storage system (reservoir 112 

and caprock) and the propagation of a fluid-driven fracture in the so-called “leakoff-dominated” 113 

regime (Bunger et al., 2005; Detournay, 2016). As revealed by Fu et al. (2017), hydraulic 114 



fracture propagation driven by CO2 injection into a storage reservoir is expected to be in this 115 

regime, in which the majority of the injected fluid leaks from the hydraulic fracture and is stored 116 

in the storage reservoir. The propagation rate of the fracture is dominated by the leakoff rate into 117 

the reservoir. Mechanical responses of the fracture do not strongly affect the propagation rate, in 118 

sharp contrast to fracture behavior in the so-called storage-dominated and toughness-dominated 119 

regimes. This particular feature enables us to couple hydraulic fracturing and the associated rock 120 

deformation with reservoir flow in a simple yet sufficiently accurate way.  121 

This paper proceeds as follows. Section 2 describes the mathematical formulations of a coupled 122 

THM model and the proposed modeling scheme that couples the THM model with a fracture 123 

mechanics module. The underlying rationale of this scheme is also discussed in this section. 124 

Section 3 validates the proposed scheme by comparing numerical results against the PKN 125 

solution in the leakoff-dominated regime. In Section 4 we build a 3D field-scale model, loosely 126 

based on the In Salah Project and reveal complex interplays between hydraulic fracturing and 127 

thermo-poroelastic effects induced by cold CO2 injection. Section 5 discusses the effects of 128 

various reservoir conditions in the context of GCS, on the controlling mechanisms of the growth 129 

of caprock fracture. In the concluding section, we suggest possible implications of the proposed 130 

method and findings for GCS site characterization and operation. 131 

2 Methodology 132 

In this section, we briefly describe the governing equations of the coupled THM processes taking 133 

discrete hydraulic fractures into account. Next, we introduce the coupling scheme that links the 134 

coupled THM model to a fracture mechanics module in a simple yet accurate fashion. Note that 135 

the THM model used here is an extension of the continuum based THM model as described in 136 

Fu et al. (2020). More details related to that THM model, such as derivation of governing 137 



equations of multiphase multicomponent flow and heat transfer, numerical discretization, and 138 

fixed-stress iterative scheme, can be found in Fu et al. (2020). Moreover, the detailed 139 

implementation of the fracturing module used in this study can be found in Fu et al. (2013) and 140 

Settgast et al. (2017). 141 

 142 

2.1 Governing equations of the THM model 143 

As presented in Fig.1, we consider a permeable body Ω bounded by the external boundary Γ that 144 

contains Dirichlet and Neumann boundary conditions for geomechanical (traction boundary Γ! 145 

and displacement boundary	Γ") and flow problems (prescribed pressure/temperature boundary 146 

Γ#$ and flux boundary Γ%), respectively. Specifically, for the geomechanical problem, Γ is 147 

subjected to the prescribed traction 𝒕̅ and displacement 𝒖( applied on Γ! and Γ", respectively. For 148 

the flow problem, prescribed thermodynamic conditions such as pressure 𝑃*, and fluxes of mass 149 

or heat (𝑭() are applied on Γ#$ and Γ%, respectively.  150 

Domain Ω also contains an internal boundary Γ&, where boundary conditions corresponding to a 151 

growing fluid-driven fracture in response to the injected mass qinj are applied. Γ& describes the 152 

fracture whose unit direction vector 𝒏& is orthogonal to Γ& and consists of two opposing surfaces 153 

Γ&' and Γ&( as shown in Fig.1. The body is assumed to be permeable so that leakage Ff can occur 154 

from the fracture to the surrounding body through Γ& if a positive pressure difference from the 155 

fracture to the body is present or vice versa. Note that the process of leakoff is illustrated in the 156 

enlarged inset in Fig.1.  157 



 158 

Fig. 1. Conceptual schema for modeling the evolution of a fluid-driven fracture in a permeable medium. Ω is a 159 

permeable body with an external boundary Γ that contains Dirichlet and Neumann boundary conditions for both 160 

geomechanical and flow problems. The evolving fracture in response to the injection fluid of qinj is represented as an 161 

internal boundary Γ!, highlighted in blue. The enlarged inset illustrates the leakoff of fluids Ff in the fracture through 162 

Γ!. 163 

The reservoir rock and the overlaying/underlying rocks (both caprock and basement) are treated 164 

as porous media subjected to fluid/heat flow as well as poromechanical deformation. The 165 

mathematical formulations and discretization strategy of the THM model are based on the 166 

following set of assumptions and treatments.  167 

• For the fluid flow and heat transfer model, the movements of mobile phases through 168 

fractures and matrix are assumed to follow lubrication theory (Witherspoon et al., 1980) 169 

and Darcy’s law, respectively.  170 

• For the geomechanical model, the deformation of porous rock matrix is assumed to be 171 

quasi-static and linearly elastic. We use the small deformation assumption for the stress-172 

strain relationship.  173 

• Fractures and porous matrix are represented using separate but associated meshes: 174 

Fractures are represented with planar elements in the 3D space while the matrix is 175 



represented with solid elements. A mapping between the two meshes is generated as the 176 

solid mesh is split to create the fracture mesh.  177 

Additional assumptions and treatments associated with multiphase flow and heat transport model 178 

are identical to ones adopted in Fu et al. (2020).  179 

 180 

2.1.1 Geomechanical model 181 

The governing equations for quasi-static solid deformation of a permeable body Ω can be 182 

expressed as  183 

∇ ⋅ 𝝈 +	𝜌)𝐠 = 𝟎 185 

 (1) 184 

where ∇ ⋅ is the divergence operator;	𝝈 is the second-order total stress tensor; 𝐠 is the gravity 186 

vector; and 𝜌) = 𝜙∑ 𝑆*𝜌* + (1 − 𝜙)𝜌+*,-,/  is the bulk density of matrix, in which subscript J 187 

denotes a phase of component in porous media (i.e., the aqueous (A) or gaseous (G) phase), SJ is 188 

the saturation of phase J, 𝜌+ is the grain density, and 𝜙 is the true porosity, defined as the ratio of 189 

the pore volume to the bulk volume in the deformed configuration (Kim et al., 2011). 190 

Based on the thermo-poroelasticity theory (Biot 1941; Coussy 2004) and the assumptions of 191 

linearly elastic and small deformation, 𝝈 can be related to the temperature field and displacement 192 

field: 193 

𝝈 = 𝑪01: ∇𝒖 − 𝑏𝑃2𝟏 − 3𝛼3𝐾45𝑑𝑇𝟏 195 

  (2) 194 



where 𝑪01 is a fourth-order elastic tensor, associated with the drained-isothermal elastic moduli; 196 

∇ is the gradient operator; 𝒖 is the solid displacement vector, also the primary unknown of the 197 

geomechanical model; b is Biot’s coefficient; 1 is a second-order identity tensor; 𝛼3 is the linear 198 

coefficient of thermal expansion; 	𝐾45 is the drained-isothermal bulk modulus; 𝑃2 = ∑ 𝑆*𝑃** −199 

∫ 𝑃6(𝑆)d𝑆
7
8"

 is the equivalent pore pressure (Coussy 2004), in which 𝑃* is the fluid pressure of 200 

phase J and 𝑃6 is the gas-water capillary pressure as a function of aqueous saturation; and 𝑑𝑇 =201 

𝑇 − 𝑇59& is the temperature difference, in which T is the current temperature and Tref is a 202 

reference temperature. 203 

In the geomechanical model, we consider the fluid pressure in the fracture, Pf, as a normal 204 

traction exerted on the fracture faces, Γ&, while we neglect the shearing traction of the fluid on 205 

solid matrix. Therefore, the traction balance across the fracture surface can be written as  206 

𝒕& = −𝑃&𝒏& on Γ&  (3) 207 

The external boundary conditions, traction and kinematic, are governed by   208 

𝒕̅ = 𝝈𝒏! on  Γ!,    (4) 209 

𝒖( = 𝒖 on Γ",  (5) 210 

Where 𝒏& and 𝒏! are the normal unit vectors on Γ& and Γ!, respectively; 𝒖( is the prescribed 211 

displacement on Γ". 212 

 213 

2.1.2 Multiphase multicomponent flow and heat transfer model 214 

The formulations of mass-and-energy conservation can be expressed in a unified 215 

integrodifferential form as:  216 



𝑑
𝑑𝑡H 𝑀:

;

<#
𝑑Ω: +H 𝑭:; ∙ 𝒏

=#
𝑑Γ: = H 𝑞:;

<#
𝑑Ω: ,			𝜅 ≡ c,w, θ; 		𝛼 ≡ m, f 217 

(6) 218 

where subscript 𝛼 denotes a type of flow model (i.e., matrix flow model when 𝛼 = m, and 219 

fracture flow model when 𝛼 = f); superscript κ denotes a component (i.e., CO2 when κ = c, and 220 

water when κ = w) or heat (when κ = θ) in porous media, respectively. 221 

For the matrix flow model (𝛼 = m), the formulation is identical to the one given by Fu et al. 222 

(2020). For the fracture flow model (𝛼 = f), the mass-and-heat accumulation term 𝑀&
; integrating 223 

over an arbitrary volume of a fracture is given by: 224 

𝑀&
; =

⎩
⎪
⎨

⎪
⎧H Y 𝑆*𝜌*𝑋*;

*,-,/

𝑤>

=$
𝑑Γ&	 𝜅 ≡ c,w	

H Y 𝑆*𝜌*𝑈*
*,-,/=$

𝑑Γ& 										𝜅 ≡ θ						

 225 

 (7) 226 

where 𝑋*;, 𝜌*, and UJ denote the mass fraction of component κ, the density, the specific internal 227 

energy of phase J, respectively. The volume of a fracture Ω& is assumed to be the integral of the 228 

product between its surface area Γ& and hydraulic aperture 𝑤>, represented by the gray volume in 229 

Fig. 2(a), which can be expressed as: 230 

𝑤> =	 (𝒖' − 𝒖() ∙ 𝒏& 232 

 (8) 231 

where 𝒖' − 𝒖( is the discontinuity in the displacement field across Γ&. Eq. (8) provides a direct 233 

coupling between the displacement field and the fracture flow. 234 



Employing the assumption of the lubrication theory and accounting heat advection for fluid flow 235 

in fractures, yields the mass-and-heat fluxes term of different components, 𝑭&;, written as  236 

𝑭&; =

⎩
⎪
⎨

⎪
⎧− Y 𝜌*𝑋*;

*,-,/

]𝑤>^?

12𝜇*
∇𝑃*			 𝜅 ≡ c,w	

− Y ℎ*𝜌*
]𝑤>^?

12𝜇*
∇𝑃*

*,-,/

					𝜅 ≡ θ						

 237 

 (9) 238 

where 𝜇*, ∇𝑃*, and hJ denote the dynamic viscosity of fluid, the fracture pressure gradient, the 239 

specific enthalpy of phase J, respectively. All mass-and-heat fluxes through a fracture surface are 240 

determined via looping through its edges and summing fluxes from its neighboring surfaces. The 241 

transmissivity between fracture surfaces of different aperture is computed following the 242 

treatment given in Pruess and Tsang (1990).   243 

The mass-and-heat fluxes due to leakoff processes (as illustrated in the inset of Fig.1) can be 244 

written, using Darcy’s law by assuming a Newtonian flow, as: 245 

𝑭:; =

⎩
⎪
⎨

⎪
⎧−Y 𝜌*𝑋*;

*,-,/

𝑘*5

𝜇*
𝒌(∇𝑃* − 𝜌*𝐠)			 											𝜅 ≡ c,w	

−𝐤@∇𝑇 − Y ℎ*𝜌*
𝑘*5

𝜇*
𝒌(∇𝑃* − 𝜌*𝐠)	

*,-,/

					𝜅 ≡ θ						
 246 

 (10) 247 

where k and kθ denote the intrinsic permeability and the thermal conductivity of matrix elements 248 

adjacent to a fracture face, respectively. Eq. (10) shows the transmissivity of the leakoff term 249 

principally depends on the hydraulic properties of the matrix elements and the corresponding 250 



leak-off area is equal to Γ&. Eq. (10) also manifests that the fluid-and-heat leakoff in the matrix-251 

fracture flow is treated implicitly and 3D in nature.  252 

For the component of water in the aqueous phase, the Dirichlet (in terms of fluid pressure 𝑃*) and 253 

Neumann boundary conditions (in terms of mass flux 𝑭() for the coupled thermo-hydro problem 254 

can be expressed as follow:  255 

𝐹* = 𝑭:A𝒏% on Γ%,         (11) 256 

𝑃* = 𝑃B on Γ#$,   (12) 257 

where 𝒏% is the normal unit vectors exerted onto Γ%; Γ% and Γ#$ are the fixed mass flux and fluid 258 

pressure boundaries in the matrix, respectively. 259 

 260 

Fig. 2 Illustration of spatial discretization for coupled fracture-matrix flow model. Simulation domains of fracture 261 

are displayed in blue, matrix domains in gray. 262 

 263 

2.1.3 Thermo-poromechanics 264 

We employ the fixed-stress iterative scheme to solve thermo-poromechanics in rock matrix (Kim 265 

et al., 2011). In this scheme, the coupled THM problem splits into two subproblems, i.e. a fluid-266 

heat flow problem and a geomecahnical problem. During each iteration, the subproblems are 267 

solved in an iterative sequence until the convergence of both problems. Particularly, in solving 268 

the fluid-heat flow problem, the current true porosity is estimated from its previous state with the 269 



following equation and assuming the rate of total volumetric stress remain unchanged throughout 270 

the current time step. 271 

𝑑𝜙 =
𝑏 − 	𝜙
𝐾45

(𝑑𝑃2 + 𝑑𝜎C) + 3𝛼3𝑏𝑑𝑇 273 

 (13) 272 

where 𝜎C is volumetric total stress.  274 

The numerical treatment of implementing the fixed-stress iterative scheme follows the same 275 

procedure described in Fu et al. (2020). 276 

 277 

2.1.4 Fracture mechanics module  278 

We adopt the fracture mechanics module of GEOS, a high-performance computing simulation 279 

code (Fu et al. 2013; Settgast et al. 2016; Ju et al., 2020), to simulate fracture propagation. This 280 

module uses linear elastic fracture mechanics and a modified virtual crack closure technique 281 

(MVCCT) to calculate energy release rate G at the fracture tip (Huang et al., 2019). The fracture 282 

extends from the tip into intact rock when G exceeds the critical value Gc, which can be related 283 

to the critical stress intensity factor KIC, also known as fracture toughness, through  284 

𝐺6 = 𝐾D6?(
1 − 𝑣?

𝐸 ) 286 

   (14) 285 

When fracturing occurs, new fracture faces are created by splitting the nodes between the two 287 

solid elements adjacent to the tip faces. As mentioned in the previous section, the fluid pressure 288 

along the fracture is applied to the solid elements that are connected with those faces via a 289 

normal traction force. Properly implementing this traction boundary condition is essential for 290 



satisfying the momentum balance of solid elements in the updated mesh topology. Moreover, the 291 

fluid-heat flow in newly created faces is automatically integrated into the matrix-fracture flow 292 

system, ensuring mass-and-energy balance across the entire domain.  293 

2.2 The coupling scheme between the THM model and fracture mechanics module  294 

The three main components of our model, (1) the multiphase multi-component solver for porous 295 

medium and fracture flow, (2) the hydraulic fracturing module, and (3) the poromechanics 296 

solver, are all known to face their own numerical challenges (Kim and Moridis 2013; Settgast et 297 

al., 2016; White et al., 2016). These modules are challenging even under less challenging 298 

conditions, namely without the complication of fracturing for the first component and when the 299 

latter two only deal with single-phase flow. In prior works, we have developed relatively robust 300 

individual modules on a common platform, GEOS, for these three components (Settgast et al., 301 

2016; Fu et al., 2020). Still, coupling these three components together is a challenging task.  302 

It is widely acknowledged that an implicit coupling strategy theoretically provides 303 

unconditionally convergent numerical solutions and enables large timesteps for the preceding 304 

coupled problem (Kim et al., 2012; Girault et al., 2016). However, the actual implementation to 305 

implicitly couple the three aforementioned modules faces practically insurmountable numerical 306 

difficulties, exacerbated by challenges associated with the parallel computing environment. 307 

Specifically, the fully coupled scheme simultaneously solves a massive global nonlinear system 308 

that rigorously represents all complex processes and strong discontinuities associated with 309 

multiphase flow and fracture propagation. This paradigm requires a unified high-fidelity flow-310 

geomechanics simulator with powerful linear solver systems, which results in massive software 311 

development efforts and computational costs. 312 



 We therefore develop a sequential coupling scheme to take full advantage of existing modules in 313 

GEOS. Meanwhile, as sequential coupling often suffers from poor convergence, we capitalize on 314 

the inherent self-stabilizing features of leakoff-dominated fracturing to simplify the coupling 315 

scheme. 316 

In this scheme, we use a compositional reservoir simulator for the fluid-heat flow problem and a 317 

standard Galerkin finite element method for geomechanics.  As mentioned in section 2.1.4, the 318 

fracture mechanics module evaluates the fracturing criterion as well as updates the solid mesh 319 

and flow network once new fracture surfaces are generated. The sequential communication 320 

between the THM model and fracture mechanics module is achieved by sharing key information, 321 

such as fluid pressure in fractures and displacement fields, at every timestep (see Fig. 3). This 322 

procedure can be performed without compromising the modularity of the code because only 323 

minor modifications are required for existing individual modules.  324 

The relationships among the physical processes involved in the problem are summarized in 325 

Table 1. Several interactions have been implicitly handled in existing modules. For instance, the 326 

fracture flow and matrix flow are solved together by unifying the fracture flow network and the 327 

matrix flow mesh in a combined flow topology as shown in Fig. 2. In other words, in the cell-328 

centered finite volume framework, both the flow “faces” for fracture flow and the solid 329 

“elements” for matrix flow are considered “cells” interconnected together. Also, the solid 330 

deformation and matrix flow are already coupled using the “fixed-stress” scheme in the 331 

poromechanics solver. The remaining relationships are enforced sequentially as shown in Fig. 3. 332 

As we will now explain, an inconsistency and thereby an error are introduced in the coupled 333 

solution flow. In the nth iteration of each time step, the mechanical aperture, wm, is computed in 334 

Steps 3 (see Fig. 3) based on the geomechanical module’s results. Step 4 then updates the 335 



hydraulic aperture, wh, which is defined as the arithmetic average of wm by assuming that the 336 

viscous loss along the fracture is negligible. In iteration n+1’s Step 1, a newton method is 337 

employed to update wh with solved fluid fields from previous timestep being the initial 338 

guess. The derivative of wh with respect to wm is computed numerically by adding a small 339 

perturbation to the initial guess of wm. After each iteration, the fluid system will be reversed as a 340 

new guess with updated wh and solved fluid fields for next newton iteration. Therefore, the 341 

aperture update in iteration n would introduce a small extra (positive or negative) fluid mass to 342 

the system.  We found this treatment is greatly beneficial for the convergence of the solution for 343 

the following reason. An open fracture’s aperture is extremely sensitive to fluid pressure. If we 344 

use the fluid mass in each fracture cell from iteration n’s Step 1 while using the updated aperture, 345 

the initial “guess” of the flow system’s state in iteration n+1 would be highly volatile and usually 346 

far from the “true” solution, resulting in severe convergence difficulties. We hypothesize that the 347 

fluid mass inconsistency is inconsequential for the overall accuracy of the solved system because 348 

only a very small fraction of the injection fluid is stored in the fracture, a salient feature of the 349 

leakoff-dominated regime. In the verification solution in Section 3 and simulation results in 350 

Section 4, we compare the total masses of CO2 in the numerical models with the total injected 351 

quantities to quantify the induced error. Note that rock porosity is not very sensitive to pressure 352 

change, so this treatment is unnecessary for the rock matrix cells.  353 

Table 1. Coupling relationships between individual modules. The “step” in each cell refers to an “operation” in the 354 

flow diagram in Fig. 3 where the interaction is embodied. 355 

Modules 

providing 

information 

Modules receiving information 

Fracture Flow Matrix flow Solid deformation Fracture mechanics 



Fracture Flow Self 

Pressure boundary 

condition along 

fracture faces; solved 

together. 

Traction boundary 

condition along 

fracture faces. Step 2. 

Indirect influence, 

through solid 

deformation 

Matrix flow 
Fluid leakoff; solved 

together 
Self 

Solved together in 

poromechanics 

Indirect influence, 

through solid 

deformation 

Solid 

deformation 

Hydraulic aperture 

and fluid storage. Step 

4. 

Solved together in 

poromechanics 
Self 

Compute energy 

release rate. Step 0. 

Fracture 

mechanics 

New fracture flow 

elements. Step 0. 

Indirect influence, 

through fracture flow 
Updated mesh. Step 0. Self 

We found the sequential coupling scheme to have satisfactory numerical performance: Most time 356 

steps converge within several iterations; The scheme is stable provided the time step is 357 

significantly smaller than the time that it takes the fracture to propagate the distance of one-358 

element length.  This is again largely owing to the self-stabilizing features of fracture 359 

propagation in the leakoff-dominated regime: As the permeability of the reservoir is largely 360 

constant, the leakoff rate is mostly determined by the difference between fluid pressure in the 361 

fracture and the far-field fluid pressure in the reservoir. In a propagating fracture, the fluid 362 

pressure is marginally higher than the “fracture propagation pressure” near the fracture front. The 363 

fracture opening pressure is in turn determined by the total stress in the system, which evolves 364 

very slowly. Therefore, a convergent numerical solution can be obtained as long as the effects of 365 

the extending fracture surface area on the flow into the rock matrix are captured. 366 



The appropriateness of the simplified coupling scheme only relies on the dominant role of 367 

leakoff in fracture propagation. Both viscous pressure loss and energy dissipation due to rock’s 368 

toughness are captured by the numerical formulation. Therefore, the model works in both the 369 

toughness-leakoff regime and viscosity-leakoff regime as well the intermediate scenarios 370 

(Dontsov, 2016).  371 

 372 

Fig. 3. Flowchart of the coupling scheme between coupled THM coupled model and fracture mechanics module. 373 

The coupling convergence criterion of coupled THM model is that the maximum residuals of TH model is smaller 374 

than 𝜀, a pre-set small value, say 10%&, after updating perturbed hydraulic variables. 375 



3 Verification 376 

In this section, we compare the new model’s results with the PKN solution in the leakoff-377 

dominated regime to verify the numerical implementation of the model and, particularly, to 378 

validate the coupling scheme presented in Section 2.2.2. Note that the validation of relevant 379 

individual submodules in GEOS has been reported in previous works, in which numerical results 380 

are compared with the analytical solutions of poromechanics (Terzaghi’s and Mandel’s problems 381 

(Fu et al., 2019; Fu et al., 2020)), and of fracturing propagation in different regimes (Fu et al., 382 

2013; Settgast et al., 2017).  383 

 384 

3.1 The PKN solution in the leakoff-dominated regime 385 

We use a standard fracture geometry, the PKN model as illustrated in Fig. 4(a), to test the 386 

proposed coupling scheme (Perkins and Kern 1961; Nordgren 1972). The origin of the 387 

coordinate system is set at the injection point; the x-direction coincides with the fracture 388 

propagation direction, so the y-axis is along the direction of the minimum principal in situ stress 389 

Shmin. Recall that hydraulic fracturing in a storage reservoir with moderate permeability is in the 390 

leakoff-dominated regime. We therefore compare the numerical solutions against the PKN model 391 

in the so-called leakoff-dominated regime (Nordgren 1972).  This solution describes the growth 392 

of a fixed-height vertical fracture when the volume of fluid loss into the reservoir is much larger 393 

than the volume stored in the fracture.  394 

According to the analytical solution (Nordgren 1972), the half fracture length Lf and aperture 𝑤E> 395 

at the wellbore are  396 

𝐿& =
𝑞𝑡7/?

2𝜋𝐶3ℎ&
 397 



 (15) 398 
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where q is the total injection rate; hf is the fracture height; E′ = E/(1-v2) is the plane-strain 401 

modulus for the formation; and CL is the Carter’s leakoff coefficient. As revealed in Howard and 402 

Fast (1957), CL can be expressed as:  403 

𝐶3 = ∆𝑃(
𝑘5𝜙𝑐!
𝜋𝜇 )7/? 405 

 (17) 404 

where ∆𝑃 is the difference between the fracture pressure and the remote reservoir pressure that is 406 

assumed to be constant; kr is the intrinsic permeability of the reservoir; and ct=cf+cp is the total  407 

compressibility, where cf is fluid compressibility and cp is pore compressibility, both of which 408 

are constants in equation (17). However, in a high-fidelity numerical model, cf and cp 409 

respectively depend on the nonlinear PVT properties of fluids and the solid deformation in the 410 

coupled THM models. Therefore, when applying the analytical solution, we set ct to the value 411 

computed from the numerical models for simplicity. Also note that equation (17) assumes 1D 412 

diffusion, which is not necessarily valid in a real reservoir or in a high-fidelity numerical model. 413 

Some additional, special adaptations of the numerical model are needed to be consistent with 414 

assumptions of the analytical solution. The analytical solution intrinsically assumes zero 415 

toughness for the reservoir rock. Accordingly, we set the toughness of reservoir rock to 416 

100 Pa•m0.5, a small finite value that prevents small numerical noise from triggering fracturing 417 

artificially. The analytical solution calculates leakoff using Carter’s leakoff coefficient, which is 418 



based on 1D diffusion. However, the fluid flow in the THM coupled model is 3D in nature. To 419 

match the 1D diffusion assumption, we use a strongly anisotropic permeability (kry=10 mD, 420 

krx=krz=0 mD). We also run an additional simulation by removing the 1D diffusion restriction for 421 

comparison. Moreover, the Biot coefficient is set to zero in the numerical model, since the PKN 422 

model does not incorporate the poromechanical effects in the reservoir. Note that none of the 423 

above adaptations is used in the 3D simulations in section 4 and beyond. 424 

 425 

Fig. 4. Geometrical characteristics (a) and simulation results for a PKN fracture with q=0.04 m3/s in the case of (b) 426 

1D diffusion and (c) 2D diffusion at t=4×105s. In (a) where only one wing of the fracture is shown due to symmetry, 427 

hf, q, wh, and Lf indicate fracture height, injection rate, fracture width (aperture), and fracture length, respectively. In 428 

(b) and (c), a full length/height of the fracture and a quarter of the reservoir pressure field are presented. Note that 429 

fracture color scale indicates fracture aperture, whereas the color scale for the matrix indicates reservoir pressure. 430 

3.2 Numerical realization of the PKN model  431 

The numerical simulation only models one quarter of the problem owing to the symmetrical 432 

condition of PKN model, as shown in Fig. 4(a). To minimize boundary effects, the dimensions of 433 

the quarter model are 1000 m, 2000 m, and 1000 m in x-, y-, and z-directions, respectively, 434 

where meshing in each dimension contains a refined portion (200 m, 100 m, and 40 m in x-, y-, 435 

and z-directions, respectively) and coarse portion. The refined region uses constant mesh 436 

resolutions in three directions, i.e. 4 m, 1 m, and 2 m, respectively, whereas the coarse region 437 



uses a progressively coarser mesh resolution toward the far-field. The model is discretized into 438 

1,004,731 hexagonal elements. We simulate fracture propagation and reservoir response for three 439 

different injection rates as listed in Table 1. The fourth simulation removes the 1D diffusion 440 

restriction for the baseline injection rate and results are denoted by “2D diffusion” in Fig. 4 and 441 

5.  Parameters adopted in the verification are listed in Table 1.  442 

 443 

Table 1. Parameters employed in the numerical model for the simulation of the PKN model. 444 

Property Value 

Fracture height, Hf 40 m 

Injection rate, q 0.02, 0.04a, and 0.06 m3/s  

Dynamic viscosity, fluid,  𝜇 1×10-3 Pa s 

Porosity, f 0.2 

Pore compressibility, ct 1.04×10-8 Pa-1 

Poisson’s ratio, v 0.25 

Biot’s coefficient, b 0.0 

Carter’s leakoff coefficient, CL  0.493 mm/√𝑠 

Young’s modulus, E 10 GPa 

Critical stress intensity factor (toughness), reservoir 100.0 Pa•m0.5 

abaseline case simulation 445 

 446 

3.3 Verification results  447 

Fig. 5 shows a comparison of results from the numerical simulation and the PKN solutions. In 448 

general, the temporal evolution of fracture length for the three injection rates are in good 449 

agreement with the corresponding analytical solutions. The numerically simulated apertures tend 450 



to deviate from the analytical solutions early in the injection but gradually converge to the 451 

solutions as injection progresses. 452 

The disparity between the numerical solution and the PKN solution at the early times is likely 453 

caused by the geometric assumptions of the PKN model, i.e. the fracture length being much 454 

larger than the fixed fracture height (a rectangular fracture shape). In the early stage of injection, 455 

the fracture length simulated by the numerical model, however, is smaller than or similar to the 456 

preset fracture height, forming a penny shape and therefore a direct comparison between 457 

solutions with different fracture shape assumptions is not appropriate. Note that for all the three 458 

injection rates, the numerically predicted apertures become very similar to the analytical 459 

solutions when the half fracture length in each case reaches around 200 m, 2.5 times the fracture 460 

height. Fig. 5(b) also shows that numerical results of wellbore aperture exhibit a moderate 461 

oscillatory behavior. This behavior is expected because the spatial discretization scheme dictates 462 

that the fracture has to propagate by the length of an element, yielding numerical 463 

overshoot/undershoot. 464 

As shown in Fig. 5(c), the percentage of fluid in the fracture compared with the total injection 465 

volume, termed “fracture volume ratio” in this study, is quite low, generally less than 1%. This 466 

confirms that these four simulated hydraulic fractures are indeed in the leakoff-dominated 467 

regime. Note that the “fracture volume ratio” is mathematically identical to the “fluid efficiency” 468 

used in unconventional reservoir stimulation. However, we avoid using this established term 469 

because in carbon storage, retaining more fluid in the fracture, i.e. achieving a “high fluid 470 

efficiency”, is not an objective.  471 

Fig. 5(d) shows the temporal evolution of “mass loss ratio”, defined as the percentage of mass 472 

loss induced by the coupling scheme compared with total injection mass in this study. Note that a 473 



negative mass loss ratio means extra masses are introduced in the system. A small yet noticeable 474 

error is introduced at early time by the inconsistency in the coupling scheme. However, this 475 

inconsistency rapidly diminishes, and the absolute mass losses converge to near 0.05 % as the 476 

leakoff dominates. The convergence of mass loss ratio for each case validates our hypothesis that 477 

the mass loss induced during the coupling is indeed trivial and proves the accuracy of our 478 

coupling scheme for simulating leakoff-dominated fracturing.  479 

The comparison between Fig. 4(b) and (c) shows the fracture length grows faster in the case of 480 

1D diffusion than that of 2D diffusion where the reservoir pressure plume front goes farther than 481 

the crack tip. Likewise, Fig.5 (a) and (c) shows that the case of 2D diffusion yields a slightly 482 

higher leakoff compared with the baseline verification (1D diffusion), which includes lower 483 

fracture growth rate and smaller wellbore aperture. Those behaviors are mainly owing to the 484 

overestimation of the actual CL when 2D diffusion is invoked (Carrier and Grant, 2010; Fu et al., 485 

2017). 486 

 487 

Fig. 5.  Simulation results for a PKN fracture in the leakoff-dominated regime. (a), (b), (c) and (d) plot the temporal 488 

variations of fracture half-length, wellbore aperture, fracture volume ratio, and mass loss ratio respectively. 489 



Analytical solutions for leakoff-dominated fractures are plotted in (a) and (b) for comparison. The fracture volume 490 

ratio in (c) denotes the percentage of the total injected fluid stored in the fracture. The mass loss ratio in (d) denotes 491 

the percentage of the mass loss induced by the coupling scheme compared with the total injection mass. 492 

4 Application in simulating fracturing into caprock 493 

To demonstrate the capabilities of the proposed scheme and apply it to GCS, we build and 494 

analyze a field-scale 3D numerical model (hereafter referred to as the baseline case) in GEOS in 495 

this section. The baseline model is loosely based on the geological settings of the In Salah 496 

storage site (Rutqvist et al., 2010; Ringrose et al., 2013; White et al., 2014), as shown in Fig. 6 497 

(a), while the analyses generally apply to a GCS reservoir with marginal permeability. 498 

 499 

Fig. 6. (a) 3D schematic (not to scale) of the configuration, geometry and dimensions of the baseline model showing 500 

one wing of a hydraulic fracture penetrating into the caprock, with cold supercritical CO2 entering the computational 501 

domain from the injection point, marked as a black dot on the plane 0 (x=0). Tip plane tracks the movement of 502 

fracture front. Sub-figure (b) shows internal and external traction boundary conditions, i.e. fracture pressure and 503 

horizontal in-situ stress, applied to the 3D model on plane 0. Note that only one wing of the fracture in panel (a) is 504 

shown due to symmetry. 505 

 506 

4.1 Model setup 507 



Fig. 6(a) schematically depicts the 3D geometry of the baseline model. The CO2 storage 508 

reservoir of marginal permeability is sandwiched between the caprock and the basement, both of 509 

which are much less permeable. The reservoir is 24 m thick with its interface with the caprock 510 

located at 1500 m depth (z = -1500 m). We established a 3D coordinate system, in which the x-511 

axis is parallel to the direction of the maximum in situ horizontal stress (SHmax), the y-axis is 512 

parallel to the direction of minimum in situ horizontal stress (Shmin), the z-axis points upward, 513 

and the origin at ground surface resides above the injection point. The injection point is 514 

annotated as a black dot in Fig.6 (a) to highlight its position. Note that the vertical location of the 515 

injection point should not alter the outcome of fracturing because there is no fracturing barrier 516 

inside the reservoir. The initial pore pressure follows the hydrostatic distribution and the initial 517 

reservoir temperature is set as 65 °C. The minimum principal in situ stress (Shmin) follows a 518 

segmented-linear distribution along the z direction, as shown in the right portion of Fig. 6(b). 519 

Shmin spatial distributions with caprock, reservoir, and basement layers are denotated by SCap, 520 

SRsv, and SBase, respectively. We assume that there is a fracturing barrier between the reservoir 521 

and basement that prevents downward fracturing as we mainly focus on conditions and 522 

mechanisms for fracturing in the reservoir and caprock. As illustrated in Fig. 6(a), the fracture 523 

propagation is assumed to only take place within the x-z plane, perpendicular to the direction of 524 

Shmin. Note that the symmetry of the system with respect to the y-z plane at the injection point 525 

allows the use of a half model. 526 

Fully-saturated supercritical CO2 at an injection temperature of 45°C, is injected into the 527 

reservoir at a constant rate of 15.0 kg/s (one wing of fracture), approximately a million metric 528 

ton per year. We assume that the injection well is cased, and fractures are initiated from 529 

perforations, which limits the well only to communicate with the system through the fracture. 530 



Thus, the injection well can be simplified as a point source in our 3D computational domain. In 531 

the initial state of a simulation, we pre-create a small fracture, usually 2x2 fracture elements in 532 

size, to provide an inlet for injection. How a fracture is initiated due to CO2 injection in a low-533 

permeability formation, with the presence of poro-mechanical effects, has been investigated by 534 

Fu et al. (2020).  535 

The so-called “roller” boundary condition is applied to all “far-field” boundaries of the 536 

geomechanical model. For the fluid flow model, prescribed mass/heat rate conditions for the 537 

injection well are applied at x= 0, y=0 and z=-1504 m. We apply the original reservoir pressure 538 

and a constant ambient temperature (65°C) at the lateral boundaries as the far-field Dirichlet 539 

boundary conditions. No-flow conditions are applied to elements on the top and bottom planes.   540 

The computational domain of the baseline case has a core region whose dimensions in x-, y-, and 541 

z-directions are 800 m, 200 m, and 240 m, respectively. The core region has a relatively fine 542 

mesh resolution of 8.0, 4.0, and 8.0 m in those directions. Surrounding the core region is a 543 

coarsely resolved region that extends to 5800 m, ±9000 m, and ±400 m in the respect three 544 

directions, which mitigates boundary effects while maintaining computational efficiency. The 545 

baseline model involving a kilometer-scale reservoir and 3 years of injection time, is discretized 546 

into 1,344,000 elements and the simulation is conducted across 252 CPU cores (16 Intel® 547 

Xeon® E5-2670 CPUs), which runs for 18 hours on a high-performance computer (4536 core-548 

hours in total). 549 

Table 3 summarizes the computational parameters and constitutive models for the baseline 550 

model. As for the mobility-related constitutive models in multiphase flow model, we use a 551 

Corey-type relative permeability functions (Brooks and Corey, 1964) and a van Genuchten 552 

capillary function (Van Genuchten, 1980), respectively written as Eq. (18) and (19).   553 



𝑘!" = 𝑆#$, 𝑘%" = (1 − 𝑆# )&(1 − 𝑆#&)  (18) 554 

𝑃' = −𝑃([(𝑆∗)*+ ,⁄ − 1]*+ ,⁄ , 𝑆∗ = (𝑆! − 𝑆."!)/(1.0 − 𝑆."!)  (19) 555 

where 𝑘-5  and 𝑘/5  are relative permeabilities in aqueous and gaseous phases; 𝑆K = (𝑆- −556 

𝑆L5-)/(1.0 − 𝑆L5- − 𝑆L5/) is the normalized aqueous saturation; SirA and SirG are the irreducible 557 

aqueous saturations and the residual gas saturations, respectively. 	𝜆 and 𝑃E are the exponent that 558 

characterizes the capillary pressure curve and the capillary modulus, respectively. Then, we set 559 

𝑆L5- = 0.12 and 𝑆L5/ = 0.01 for relative permeability, and 𝑆L5- = 0.11, P0= 12500 Pa, and 𝜆 = 560 

0.254 for capillarity, where the capillary pressure model employs a slightly smaller 𝑆L5- than the 561 

model of relative permeability in order to prevent unphysical behavior (Moridis and Freeman, 562 

2014). 563 

 564 

Table 2. Parameters employed in the baseline simulation  565 

Property Baseline value 

Reservoir thickness, Hr 24 m 

Minimum principal in situ stress in reservoir, total stress, mid-depth, 

𝑆'()*+   
25 MPa 

Minimum principal in situ stress in caprock, total stress, mid-depth, 

𝑆'()*,  
30 MPa 

Initial pore pressure, mid-depth of reservoir, Pint (hydrostatic condition 

applies) 
15 MPa 

Biot’s coefficient, reservoir rock, br 0.5 

Biot’s coefficient, caprock, bc 0.25 

Intrinsic permeability, reservoir, kr 15 mD 

Intrinsic permeability, other layers, kc 0.1 µD 



Porosity, reservoir, fr 0.15 

Porosity, all other layers, fc 0.05 

Young’s modulus, all layers, E 10 GPa 

Poisson’s ratio, all layers (Armitage et al., 2010), v 0.25 

Initial temperature, all layers, TInt 65 °C 

Coefficient of thermal expansion, linear, αL 10-5 /°C 

Injection temperature, TInj 40 °C 

Thermal conductivity, all layers, λ 3.0 W/(m⋅K) 

Heat capacity, all layers, Cs 1000 J/(kg⋅K) 

Critical stress intensity factor (toughness), all layers (Senseny and 

Pfeifle, 1984) 
1.0 MPa⋅m0.5 

Relative permeability modela (Brooks and Corey, 1964) 

𝑘-+ = 𝑆*. 

𝑘/+ = (1 − 𝑆* )0(1 − 𝑆*0) 

𝑆* = (𝑆- − 𝑆)+-)/(1.0 − 𝑆)+- − 𝑆)+/) 

𝑆)+- = 0.12, 𝑆)+/ = 0.01 

Capillary pressure modelb (Van Genuchten, 1980) 

𝑃1 = −𝑃2[(𝑆∗)%4 5⁄ − 1]%4 5⁄  

𝑆∗ = (𝑆- − 𝑆)+-)/(1.0 − 𝑆)+-) 

𝑆)+- = 0.11, 𝑃2	= 12500 Pa, 𝜆 = 0.254 

a 𝑘-+  and 𝑘/+  are relative permeabilities in aqueous and gaseous phases; Sn is the normalized aqueous saturation; SirA 566 

and SirG are the irreducible aqueous saturation and the residual gas saturation, respectively 567 

b 𝑃2 is the capillary modulus 568 

 569 

4.2 Results of baseline model 570 

As presented in Fig. 7 and Fig. 8, results of the baseline model clearly show how a leakoff-571 

dominated fracture is driven by injection and provides an evolving interface between injection 572 

and reservoir storage. By the end of three years of injection, the fracture has propagated 620 m 573 



into the reservoir, providing a growing interface plane for feeding injected CO2 into the 574 

reservoir. The CO2 plume advances approximately 625 m in the y-direction on each side (Fig. 575 

8(p)), spanning an area of reservoir as large as about 1.24×1.25 kilometers. Note that the rate of 576 

injection employed in the baseline case cannot possibly be achieved if the downhole injection 577 

pressure is strictly limited to below the estimated fracturing pressure of the caprock, 578 

approximately 25 MPa. Meanwhile, the maximum fracture height only reaches 88 m, thereby 579 

being vertically contained in the lower portion of the caprock (Fig. 7(b) and Fig. 8(m)). Note that 580 

the containment mechanism will be elucidated in the subsequent analysis.  581 

 582 

Fig. 7. Overall responses of the system in the baseline case. (a) Fracture volume ratio, injection pressure, and mass 583 

loss ratio versus time; (b) Fracture length, fracture height, and max aperture versus time. The curve colors in (a) and 584 

(b) correspond to their y axes. Fracture volume ratio is the percentage of injected fluid retained in the fracture. 585 

Injection pressure is measured at the injection point at the entrance to the fracture. Mass loss ratio is the percentage 586 



of injected CO2 mass that is “lost” due to the error introduced by the sequential iteration scheme as explained in 587 

section 3.3.  Note that the highest stress level of SRsv, max(SRsv), which is the in situ stress magnitude at the bottom 588 

of the reservoir, is indicated by a black dash line in (a).  589 

 590 

Another interesting observation is the evolution of injection pressure (the blue line in Fig. 7(a)) 591 

at the entrance to the fracture over time, which can be divided into three stages: (1) the initially 592 

rapid pressure buildup before apparent fracture growth (about 1 day), (2) the pressure plateau as 593 

fracture propagates (from 1 day to 30 days), and (3) the subsequent slow pressure decline (after 594 

30 days). In the first stage, accommodating the injection rate requires sustaining an open fracture 595 

in the reservoir, which in turn requires a continuously increasing injection pressure, much higher 596 

than original SRsv, owing to the effect of back-stresses caused by pressure diffusion into the 597 

reservoir (Detournay and Cheng, 1997; Kovalyshen, 2010). Fu et al. (2020) had modeled how 598 

this effect causes rapid increase of injection pressure and eventually causes fracturing of the 599 

caprock.  600 



 601 

Fig. 8. Four selected states of the hydraulic fracture and the reservoir rock. The first three rows present snapshots of 602 

temperature (first row), aperture (second row), and pressure (third row) on the evolving hydraulic fracture. The last 603 

row shows the spatial-and-temporal evolution of CO2 (critical state gas phase) in the reservoir (z=-1510 m). The 604 

interface between the reservoir and the caprock is denoted by a dark dashed line and the injection point is annotated 605 

as a black dot. Note that scales vary among the columns of the first three rows for clearer visualization, whereas the 606 

four sub-figures in the fourth row use the same scale. 607 

 608 

Here we mainly focus on the evolution of fracture propagation after caprock fracturing takes 609 

place, which spans the second and third stages as designated in this section. Fig. 8 shows four 610 

representative states of the fluid-driven fracture and CO2 saturation (supercritical state gas phase) 611 

in the reservoir rock, at 12 days (in second stage), 30 days (transition from second to third stage), 612 

336 days and 1157 days (both in third stage). In the second stage when the pressure is largely 613 

constant, fracturing in caprock seems to lead fracturing in the storage reservoir. The constant 614 

injection pressure in this stage reflects the fracturing pressure of the caprock, which is mainly 615 



influenced by SCap. Note that the injection pressure is only slightly higher than SCap near the 616 

reservoir-caprock interface. In the third stage, reservoir fracturing leads the fracture length 617 

growth and the injection pressure slowly declines as explained in Section 4.2.2. This pattern 618 

change suggests an evolution of fundamental physical mechanisms that dominate fracture growth 619 

as elucidated in the subsequent sections. 620 

 621 

4.2.1 Second stage: caprock fracturing-leading 622 

Fig. 9 presents spatial distributions of the fluid pressure, temperature, effective stress, and total 623 

stress in two vertical cross-sections (near the injection and near the fracture tip, respectively) and 624 

two horizontal cross-sections (in the reservoir rock 10 m below the bottom of the caprock, and in 625 

the caprock 30 m above the top of the reservoir rock) after 12 days of injection. Pore pressure 626 

propagates in the reservoir much farther than in the caprock, due to the much higher permeability 627 

of the reservoir (150,000 times higher than that of the caprock). Significant temperature 628 

decreases only take place within a short distance from the fracture in the reservoir (Fig. 9 (e) and 629 

(f)), while temperature change in caprock is hardly perceptible (Fig. 9 (g)). Although thermo-630 

mechanical effect tends to reduce the total stress in the cooled region in the reservoir, the effect 631 

of poroelasticity on increasing the total stress in this case is much stronger. As a result, the total 632 

stress near the fracture in the reservoir even becomes higher than in the caprock, although initial 633 

Shmin in the reservoir was on average 3 MPa lower than that of the caprock. This reversed stress 634 

contrast tends to hamper fracture propagation in the reservoir, favoring easier propagation in the 635 

caprock.  636 



 637 

Fig. 9. States of the reservoir rock and the caprock after 12 days of injection. The four rows of panels show spatial 638 

distributions of pore pressure (first row), temperature (second row), effective stress increment (third row), and 639 

horizontal total stress (fourth row). The first and fourth columns respectively show the distributions of variables on 640 

two vertical planes cutting the injection point and the fracture tip, respectively. The second and third columns show 641 

the distributions of the variables on two horizontal planes A-A′ (reservoir) and B-B′ (caprock) respectively. The 642 

deformation of first and fourth columns is magnified by 500 times. 643 

 644 

4.2.2 Third stage: reservoir fracture-leading stage 645 

The system response in this stage is depicted using spatial distributions of the same variables as 646 

used in the preceding section but for a much later state, 1157 days into the injection (Fig. 10). In 647 



general, the most marked difference from the second stage is that the fracture has horizontally 648 

grown much longer, which mostly takes place in the reservoir rock, and that the cooling front in 649 

the reservoir has advanced much farther (i.e. thermal penetration depth is comparable to fracture 650 

height).  651 

 652 

Fig. 10. States of the reservoir rock and the caprock after 1157 days of injection. The four rows of panels show 653 

spatial distributions of four variables, namely pore pressure ((a) through (c)), temperature ((d) through (f)), effective 654 

stress increment ((g) through (i)), and horizontal total stress ((j) through (i)). The first and fourth columns 655 

respectively show the distributions of variables on two vertical planes cutting the injection point and the fracture tip, 656 



respectively. The second and third columns show the distributions of the variables on two horizontal planes A-A′ 657 

(reservoir) and B-B′ (caprock) respectively. The deformation of first and fourth columns is magnified by 500 times. 658 

 659 

Unlike the rapid and continuous horizontal propagation, the vertical propagation is slow and 660 

contained, since only an absolute height growth of 16 m takes place throughout this stage (Fig. 661 

10 (e) and Fig. 7 (b)). This vertical growth is mainly driven by the thermal contraction near the 662 

injection point, which in effect decreases the original in-situ total stress (Fig. 10(o)). The growth 663 

is expected to be slow since the dominant heat transfer mechanism in the caprock is heat 664 

conduction, which itself is extremely slow. In addition, a favorable stress gradient contributes to 665 

the vertical containment of the fracture. The adopted gradient of Shmin such that -d𝑆>)LK/d𝑧 <666 

𝜌6𝑔  provides a relatively stable condition that halts the upward propagation. This is because it 667 

takes more hydraulic head for the caprock fracture to grow at a higher position (Fu et al. 2017).  668 

Fig. 10(e) shows the cooling front in the reservoir rock has advanced a distance equal to 669 

approximately half of the fracture height, nearly 40 m. This results in a significant decrease of 670 

total stress perpendicular to the fracture, despite the poromechanical effect that tends to increase 671 

the total stress (Fig. 10(n)). Meanwhile, the total stress of regions near the fracture front in the 672 

caprock is not reduced by the thermo-mechanical effect but rather slightly increases (fig. 10(o)). 673 

This stress increase is mostly owing to the additional compression of the caprock to compensate 674 

for the cooling contraction of the reservoir. Other studies have also reported this compression of 675 

the caprock induced by the injection of cold CO2 into the reservoir (e.g. Vilarrasa and Laloui, 676 

2015; Salimmda et al. 2017). In this state, the cooling of the reservoir tends to have opposite 677 

effects on the total stresses of the reservoir and the caprock. Therefore, the net effect of this 678 

discrepancy is that it is much easier to fracture the reservoir rock than the caprock.  679 



Another key observation in this stage is a gradually decreasing injection pressure (Fig. 7(a)). 680 

This pressure decrease is owing to the effect of cooling on the total stress of the fracture tip 681 

region. In the second stage, the fracture tip region, located in the caprock, is largely unaffected 682 

by the cooling front (Fig. 9(g)). In this stage, however, the cooling front has traversed the 683 

fracture entirely and the near tip region has been cooled, which results in a decrease of total 684 

stress (Fig. 10(h) and (p)) and therefore the fracturing pressure decreases.  685 

Note that in all stages analyzed, the propagation of the fracture is still in the leak-off dominated 686 

regime and the mass loss introduced by the coupling scheme is marginal, as clearly shown in 687 

Fig.8(a). These results demonstrate that the proposed modeling scheme can be employed to 688 

effectively simulate fracture propagation in a leakoff-dominated regime without compromising 689 

its accuracy. 690 

5 Effects of the magnitude of in situ stresses in the caprock  691 

As reflected in the baseline simulation, the caprock in situ stress SCap plays significant roles in 692 

determining the evolution of pumping pressure and affecting the pattern of fracture propagation. 693 

However, to what extent the stress difference between SCap and SRsv affects the fracture 694 

propagation and containment is still unclear. In this section, we evaluate the effects of SCap on the 695 

growth and vertical containment of fluid-driven fractures. Note that 𝑆>̅)LKM  presented in this 696 

section denotes the greatest horizontal minimum stresses in the caprock, which is the stress level 697 

at the interface with the reservoir. 698 

Fig. 11 shows the effects of 𝑆>̅)LKM  (varying from 26 MPa to 32 MPa) on fracture propagation and 699 

fracture geometries (i.e. fracture heights and lengths). A lower 𝑆̅>)LKM  is expected to reduce 700 

vertical containment of caprock fracturing. Especially in the case with 𝑆>̅)LKM = 26 MPa, the 701 



maximum fracture height reaches around 192 m, far exceeding the thickness of the reservoir (i.e., 702 

24 m). However, the fracture heights (i.e., 32 and 40 m) in cases with 𝑆>̅)LKM = 30 and 32 MPa are 703 

both slightly larger than 24 m and the fracture height (i.e., 88 m) in the baseline lies in between.   704 

Meanwhile, the case with 𝑆>̅)LKM =26MPa where caprock fracturing leads the fracture growth 705 

throughout the entire simulation has a long fracture length (i.e. 1053 m after 3 year of CO2 706 

injection (Fig. 11(a))), whereas the rest of the cases (𝑆>̅)LKM =28MPa, 30MPa, and 32 MPa) have 707 

shorter fracture lengths that are similar to each other (i.e. around 650 m at the end of the 708 

simulation (Fig. 11(b), (c) and (d))). This discrepancy is caused by the significantly lower leakoff 709 

coefficient for the case with 𝑆̅>)LKM =26MPa. First, the difference between the fracture pressure 710 

and the pore pressure in the far field is lower in the case with 𝑆>̅)LKM =26 MPa compared with the 711 

other cases for which pumping pressures are quite similar (Fig. 12(a)). This pressure difference 712 

drives fluid leakoff from the fracture to the reservoir. Second, caprock fracturing leads the 713 

fracturing process in the low caprock stress case such that the fracture only penetrates into the 714 

reservoir a short distance, despite the larger overall height.  In addition, the effective leakoff 715 

contact area is only a small fraction of the entire height of the reservoir. The combination of 716 

these factors determine that the low stress case has a lower leakoff coefficient and therefore a 717 

longer fracture length.  718 



 719 

Fig. 11 Effect of the caprock in situ stress ((a) 26MPa, (b) 28MPa, (c) 30MPa, and (d) 32MPa on the distribution of 720 

fracturing time along the fracture. Quantities are projected onto the the x-z plane. 721 

 722 

The magnitude of  𝑆>̅)LKM  also greatly affects the evolution of injection pressure and maximum 723 

aperture (Fig. 12). When 𝑆>̅)LKM  is sufficently high to contain fracturing mostly within the 724 

reservoir (𝑆>̅)LKM =28, 30, 32 MPa), the injection pressure, as disucssed in the previous section, 725 

experiences first a plateau and then a gradual decline. However, when caprock fracturing leads 726 

the overall fracturing throughout the injection (𝑆>̅)LKM =26 MPa), the injection pressure remains 727 

largely constant after the fracture grows into the caprock.  728 

Fig. 12(b) shows that maximum apertures in all cases experience continuous increases. Cooling 729 

induced by CO2 injection in the near wellbore region tends to play convoluted roles in affecting 730 

maximum apertures under different 𝑆>̅)LKM  levels. For a caprock fracturing-leading case 731 



(𝑆>̅)LKM =26 MPa),  the fracture-opening pressure, 𝑃&N, near the injection point, owing to the 732 

thermal-mechanical effect, could drop significantly. However, the fracture propagation pressure, 733 

Pp, which is dictated by the caprock in situ stress near the fracture front, remains largely 734 

unchanged (Fig. 12(a)), thereby causing a high net pressure. This high net pressure, in 735 

conjunction with the large overall fracture height, is likely to induce a large fracture aperture in 736 

the near-wellbore region. As shown in Fig. 12(b), the maximum aperture in the case with 737 

𝑆>̅)LKM =26MPa reaches around 20 mm. Noticeably, this magnitude of maximum aperture far 738 

exceeds the value predicted by isothermal fracture models (McClure and Horne, 2014; Fu et al., 739 

2017). Therefore, employing models that neglect the effects of thermo-elasticity for the 740 

simulation of fracturing in GCS will tend to underestimate the magnitude of fracture apertures. 741 

For a reservoir fracturing-leading case (𝑆>̅)LKM =28, 30, 32 MPa), however, the fracture opening 742 

pressure and the fracture propagation pressure both tend to decrease (Fig. 12(a)). In other words, 743 

there might not be a monotonic increase of net pressure at this region as it is in the case with 744 

𝑆>̅)LKM =26 MPa, which explains a less remarkable increase of aperture magnitude. Meanwhile, 745 

the maximum apertures for cases with 𝑆>̅)LKM =30MPa and 32MPa approach similar values after 746 

300 days of injection. This means in the long run, provided the caprock stress is high enough to 747 

prevent fracture propagation into the caprock, the exact magnitude does not play a significant 748 

role in affecting the system response. 749 



 750 

Fig. 12.  Effect of the caprock in situ stress on (a) the injection pressure and (b) the maximum aperture.  The 751 

apparent oscilation in the curves is caused by sudden pressure drop when the fracture propagates by the length of an 752 

element: a typical artifact for this type of space discretization scheme. 753 

 754 

6 Concluding remarks 755 

This paper develops an efficient and effective modeling scheme for simulating thermo-hydro-756 

mechanical processes in fluid-driven fracturing. Such a modeling capability is crucial for 757 

studying geologic carbon storage (GCS) in reservoirs with marginal permeability where a 758 

hydraulic fracture could propagate in both the reservoir and caprock with complex 759 

phenomenology. The model captures multiphase multicomponent fluid flow and heat transfer 760 

within fractures and matrix, poro/thermo-mechanical deformation of solid rocks, and fracture 761 

propagation. Each of the physical processes is modeled using a robust individual module, and the 762 

modules are coupled utilizing a common simulation platform. In order to overcome the 763 

numerical challenges posed by coupling many complex processes, we take advantage of some 764 

self-stabilizing features of leakoff-dominated fracturing to simplify the numerical coupling. 765 

These features enable us to develop a sequential coupling scheme without convergence 766 

difficulties. Verification against the PKN solution in the leakoff-dominated regime indicates that 767 



the simple scheme does not compromise the accuracy of the results for simulating leakoff-768 

dominated fracturing. 769 

In simulating a 3D field-scale injection operation loosely based on the In Salah project, the 770 

model reveals complex yet intriguing behaviors of the reservoir-caprock-fluid system. Soon after 771 

the injection starts, back-stress caused by pressure diffusion in the reservoir drives a sharp 772 

increase in injection pressure to keep the fracture open, until the pressure is high enough to drive 773 

fracture propagation into the caprock. The injection pressure then remains largely constant at the 774 

caprock’s fracturing pressure. Injected fluid continued to be fed into the reservoir through the 775 

slowly propagating fracture. Meanwhile, temperature decrease in the reservoir gradually reduces 776 

the reservoir’s total stress, and eventually the fracturing pressure of the reservoir becomes lower 777 

than in the caprock. Thereafter the fracture mainly propagates in the reservoir, and the injection 778 

pressure slowly declines accordingly. We also used the model to study the effects of the in situ 779 

stress contrast between the reservoir and caprock on the vertical containment of the fracture.  780 

We found many processes, including thermal, hydraulic, and mechanical processes, are involved 781 

in fracturing caused by CO2 injection. These processes have complex interactions and the 782 

relative importance among these processes can evolve as injection progresses. The new model 783 

proves effective in simulating these processes and their complex interactions in fidelity that is 784 

unattainable for existing simple models. For example, thermal contraction induced by CO2 785 

injection has often been speculated to have a negative impact on fracture containment. Our study 786 

shows that cold fluid injection itself could actually benefit the geomechanical containment of 787 

fracturing under certain stress conditions within the caprock. Our results indicate that a gradual 788 

pumping pressure decline can be used as a practical indicator of fracture growth during injection.   789 



Despite the success in revealing the complex interactions among multiple physical processes, all 790 

the simulations presented in this paper used simplified stress profiles. More realistic stress 791 

profiles with layered fabric (Fisher and Warpinski, 2012) and “rough” in situ stress profiles (Fu 792 

et al., 2019), should be considered to further assess the caprock integrity and system responses in 793 

the future. 794 
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