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ABSTRACT

In order for analysts to be able to do their work, they sift through hundreds, thousands, or even
millions of documents to make connections between entities of interest. This process is time
consuming, tedious, and prone to potential error from missed connections or connections made
that should not have been. There exist many tools in natural language processing, or NLP, to
extract information from documents. However, when it comes to relationship extraction, there has
been varied success. This project began with a goal to solve the relationship extraction problem
which developed into a deeper understanding of the problem and the associated challenges for
solving this problem on a general scale. In this report, we explain our research and approach to
relationship extraction, identify other auxiliary problems in NLP that provide additional
challenges to solving relationship extraction generally, explain our analysis of the current state of
relationship extraction, and postulate future work to address these problems.
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SUMMARY

This research is aimed at providing a solution to analysts to help them discover, organize, and
extract critical information from structured and unstructured documents, making their jobs faster
and less prone to errors due to information loss or faulty conclusions derived from the data. Our
goal is to leverage natural language processing (NLP) and advance relationship extraction
technology to accurately pull information from multiple documents. In our research, we have
discovered multiple auxiliary problems in NLP that are critical to be solved in conjunction with
the problem of relationship extraction itself. Therefore, in this report we discuss these auxiliary
problems and how they relate to the problem of relationship extraction and the current state of
relationship extraction techniques. We also present our initial proposed solution, how these
problems impacted our approach, and how we can move forward with new research in this area.



NOMENCLATURE

Table 0-1.

Abbreviation Definition

DOE Department of Energy

GUI Graphical User Interface

NLP Natural Language Processing

UF University of Florida

pos/POS Part-of-Speech

CNN Convolutional Neural Network

LSTM Long Short-Term Memory

CRNN Convolutional Recurrent Neural Network
BLSTM Bi-directional Long Short Term Memory
GNN Graph Neural Network







1. INTRODUCTION

In order for analysts to gather and process information, they sift through hundreds, thousands, or
even millions of documents to make connections between entities of interest. Entities are
considered to be any objects of interest such as people, organizations, locations, money values,
language cues, etc. These documents can be structured, which includes formal reports, news
articles, or other edited content. They can also be unstructured such as social media, article
comments, emails, or other free form communication. The processing of these documents is time
consuming, tedious, and prone to potential error. For example, information could be missed from
the many documents that might be crucial to understanding important connections between
entities. Also, connections could be formed that are not necessarily true, such as people or
organisations with the same name. Finally, the current approach by analysts to gather, analyze,
and interpret data by hand is not scalable and is both time intensive and tedious.

There exist many tools in natural language processing, or NLP, to extract information of interest
from documents. Tools like SpaCy[7] and Stanford’s CoreNLP[17] are able to perform a number
of NLP tasks including named entity recognition, part-of-speech tagging, entity and co-reference
resolution, sentiment analysis, and dependency tagging over a number of spoken and written
languages. They primarily function by engineering a data pipeline through which text is
processed and information is inferred or extracted in steps. In this report, we will discuss some of
these NLP tasks, the current state of tools to perform the tasks, and their challenges in regards to
relationship extraction. In addition to the NLP tasks above, these tools also have some capability
in relationship extraction. They are able to detect some simple and well-defined relationships,
though they often fall into the misconception that if two entities exist in the same sentence, they
therefore must be related.[29, 2, 1] Calculating two entities are in the same sentence is both trivial
to calculate and does not necessarily indicate a relationship. Another limitation of current
approaches is that they only consider each sentence individually rather than trying to infer
connections across multiple documents. In addition, neither approach is scalable to handle
multiple documents. [5, 7, 29, 2, 1]

The above issues are what this work was aimed to address. Our ideas were to enable relationship
extraction across multiple documents with both structured and unstructured text and present it in a
way, such as a graph structure, that an analyst can use to see connections between entities easily
when performing their own assessments.

A large portion of relationship extraction research was initially performed in the early 2000’s and
involved rule-based approaches that were tedious and not scalable. [26] This was a result of both
the amount of data needed to process and for the number of rules needed to account for every
possible situation, even in structured text. Later approaches, such as CoreNLP, looked into
supplementing rule-based approaches by adding in part-of-speech tagging and using
parts-of-speech to understand the context of words and how they can imply relationships. Most
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relationship extraction research stopped in the early 2000’s due to the shift towards deep learning
to solve complicated problems. While deep learning was originally developed in the 50’s, its
popularity and surge in use was much more pronounced around 2006.[26] It became clear that
deep learning had potential to solve the relationship extraction problem, however, few tackled the
work until later when there was a more developed understanding of deep learning approaches. In
the process of understanding the problem, we saw this trend and decided to take a step back and
try to look at the problem before the innovation and inclusion of deep learning techniques, with
the intention of augmenting our work later with these techniques to create a more scalable and
robust solution. However, what we found in the process of our research is a significant resurgence
and prominence of recent work in relationship extraction alongside deep

learning.[23, 28, 18, 40, 13, 16, 37, 21, 9, 27, 14, 24, 36, 25, 34, 15, 31, 39, 30, 19, 38] These will
be further discussed in section 2 for related work.

In this work we were able to create simple relationship tuples from multiple sentences and place
them into a graph, however, our results did not perform better than current approaches. What we
did find was that relationship extraction is closely connected to other NLP problems that are also
still open problems. We believe advancing these areas in conjunction with relationship extraction
is crucial to advance the problem of relationship extraction on a larger and more general scale.
Our University partners performed a survey of many relationship extraction approaches, including
implementation of algorithms from recent top papers and the curation of multiple datasets for
training and testing. While we did not accomplish what we initially set out to do, we have learned
a tremendous amount of information about the relationship extraction problem, other NLP topics,
and the most recent advances of state-of-the-art.

In this paper we will first talk about other related work towards relationship extraction in section
2, including very recent advances over the past few years. We will explain how these approaches
help our goals as well as where they fall short of meeting our needs. In section 3, we will explain
our initial proposal and idea for solving relationship extraction based on successes from previous
techniques. We will then highlight additional natural language processing problems in section 4
and how those problems directly impact relationship extraction. In section 5 we shall present the
work contributed by our University partner and finally conclude with a summary and future work
in section 6.
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2. RELATED WORK

In this section we will talk about the most current work in regards to relationship extraction. We
will discuss the basic idea behind their work and tools existing using their work. All of the work
presented here has been tested in our previous work[29] or has been implemented by our
University partner, to be discussed further in section 5.

2.0.1. Current Working Tools

Many of the current working tools such as SpaCy[7], CoreNLP[17], and BERT[5] are large
projects that began using simple methods such as rule-based matching and parts-of-speech parse
tree creation. Later, tools like XInet[32] and GPT-2 depended entirely on deep learning which
helped solve some problems such as entity extraction, but still failed to solve many relationship
extraction tasks beyond what the earlier methods accomplished. Later, SpaCy and CoreNLP
adopted a hybrid method by leveraging the power of deep learning and supporting it with various
other techniques such as word vectors to indicate which words to look for and what relationship
they indicate. They additionally incorporated part-of-speech parse trees to understand the context
of a word and to find relationships. Our initial hypothesis was to utilize a similarly hybrid
approach, using parts-of-speech and parse trees in conjunction with deep learning methods to
improve and iterate upon what we found from both domains.

2.0.2. Latest Literature

In addition to tools commercially available, there have been several works in recent years
addressing relationship extraction, all of which take some form of a deep learning approach.
Some approaches use convolutional neural networks, CNN:ss, to take features of a sentence such as
specific words or phrases or even a sequence of types of words, to classify parts of the sentence as
a particular type of relationship.[23, 28, 13, 16, 9, 34] These works have relationship categories
where there is a set of expected relationships and patterns that place sentences or sentence
fragments within those relationship types. These methods often require datasets that are
preprocessed to be in a clean, specific format and/or include significant metadata information.
However, data is not typically available in this way and this is a time consuming process.

Other works look at different forms of CNNs such as convolutional recurrent neural
networks(CRNN)[21]. The purpose of these approaches is to limit the negative effects of noise in
data on the learning process by processing the data through the neural network twice. In the first
pass, context is embedded into the sentences based on word embeddings and then a second pass is
done to reduce weights on outlier classifications. This helps with mislabeling of relationships but

13



is restrained to a specific domain and set of relationships as well as still having the same issue as
CNN:s in that the longer a sentence is, the more likely it will be mislabeled or labeled as an
outlier.

The final group of CNNs explore is Graph Neural Networks(GNN).[39, 36, 27] The goal of these
works is to extract both entities and their relations into a graph structure to understand how the
entities are connected. This approach is most similar to the approach we intended to take in that it
places entities as nodes and relations between them as the edges. In addition, [36] went further to
prune the graph like a dependency tree to obtain the shortest path between nodes. This however,
caused many relationships to be lost. Like other CNNs, these models focus on a set of relations
and other relations not in the set are lost. In our work, we focused on maintaining as much
information as possible, since losing information could be a critical failure point for an analyst.

Some approaches took a different deep learning approach and use Long Short-Term Memory, or
LSTM, architectures. [37, 15, 31] In these approaches, data is defined to specific domains and
structured to certain types of sentences to ensure they have better supervised data. They are also
designed to get around the need for other NLP processing such as parts-of-speech tagging and
entity extraction. The training data is then turned into feature vectors where entity positions are
marked and the neural network discovers sequences of entities, the entity types, and the words
connecting them to create a language model that can be used to predict sequences needed to
detect specific relationship types. Like entity extraction, the entities first need to be known and
annotated, which makes this solution very close to those using an entity extraction tool.
Additionally, like all the other approaches, this solution begins to fail when the sentences are
longer and contain more than one clause within them.

Finally, there are methods that use the transformer and encoder/decoder architectures to solve the
problem.[30, 19, 38] Like the LSTM approaches, the goal is to identify entities while in the
process of performing other NLP tasks instead of before. They work by encoding sequences and
using those sequences to identify further representations of those sequences for labeling.
Transformer and encoder/decoder models perform well in entity context awareness, semantic
analysis, test prediction, and other common NLP tasks. However, all of them including Bert and
GPT3 have stated that relationship extraction falls far short of expectations[3]. While this
approach seems to be the standard for NLP tasks right now, they do not solve this problem.
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3. INITIAL PROPOSAL

Natural language processing, particularly entity-relationship extraction, is not a new topic. Entity
extraction refers to pulling out subjects of interest from text such as people, places, dates, etc.
Several tools have established algorithms for identifying entities and their categories. SpaCy[7],
CoreNLP[17], BERT|[5], and XLNet[32] are some of the more recent and most successful
approaches using word dictionaries, word vectors, databases, parse trees, deep learning, or a
combination of all of the above. Entity linking is closely related and also supported by these
tools. Our original proposal was based on the understanding that these tools were the current state
of the art and given their severe limitations, there existed no real capability to solving relationship
extraction. This is explained in further detail in a previous tech report[29]. In this section, we will
discuss our original idea and justifications for our approach.

Our proposed solution took a different approach than the current state of the art by focusing on
the parts-of-speech and applying relationship meaning to them. We will leverage successes from
CoreNLP and expand upon them using a new algorithm.

Consider the following excerpt of text as an example:

"Viruses mutate all the time, and most mutations have no significance even if they spread," said
Adriana Heguy, director of the Genome Technology Center at New York University, who was not
involved with the research.

Assume that an analyst is looking into Adriana Heguy as part of a threat assessment of a new
pathogen. In our approach, we will start by leveraging what current tools do well already and
parse individual sentences to identify small, easy facts. We replace pronouns with the exact
entities they reference. For example, in the first sentence of our example, “they” would be
replaced with “viruses”. We would also identify the entities and the labels they belong to,
including custom labels for topics of interest. This is done so that we know what we are finding
relationship information for. In this case, we would have the following:

Viruses, biological
Mutations, biological
Adriana Heguy, person
Director, person
Genome Technology Center, organization
New York, Location
New York University, organization

As mentioned before, identifying entities is well-researched, therefore we will use the best tools
identified in our previous report[29]. As we discovered in that report, if training to recognize
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many categories of entities, training multiple small models is more efficient and accurate than one
large model for identifying different entity labels. This is due to the fact that multiple entity types
can share common patterns. For example, if we had the "John Doe" and "American Airlines" as
entities, we intuitively know one is a person and one is an organization. However, to a model,
they share the same pattern and have a greater probability of being labeled the same. We found
that having multiple smaller models with fewer entity types gave us higher accuracy in correct
entity labeling. Therefore we planned to spend some time training multiple accurate models.
However, we learned that we were able to reduce some of the work on this by simply using the
parts-of-speech tagging capability and find nouns for a more general solution.

Once we have the information we want to learn, we organized the sentences into parts-of-speech
parse trees, similar to the CoreNLP approach. Instead of connecting only a single sentence into
the tree, we inserted larger chunks of text into a single tree. While we recognized a potential
scalability issue, we found that processing a single tree for each document to be connected later,
keeping a dictionary of unique entities and maintaining an index of both would address this issue.
In the tree, entities are connected by the relationships between them.

In CoreNLP, the words themselves were the relationships. For example, using our first sentence
above, CoreNLP would recognize that “Viruses verb mutate”, “mutations negation verb spread”,
“Adriana Heguy of noun Genome Technology”, Center at noun New York University”, etc. While
this is not entirely unhelpful, it can be difficult to decipher and understand. We believe that we
can organize parts-of-speech into relationship groups, like clusters, to apply better meaning. In

our case, we would look at the following:

* Injunctions are removed as they do not supply useful information
* Nouns are topics of interest and are assumed to be entities extracted in the first step.
* Pronouns are also entities, however can indicate possession such as his, hers.

* Verbs indicate action or a state of being. Put into terms of relationships, it is something
done to something.

* Adjectives apply description to a single thing or collection of things as a whole. These
words connect to an entity to provide more details.

* Adverbs provide little useful information at this time. They can indicate intensity of an
action, however at this early stage we are concerned with only detecting the verb. The
exception is words indicating negation.

* Prepositions can indicate compound relationships that extend beyond two nouns in a
sentence.

* Conjunctions are similar to prepositions in that we can learn if multiple (3+) entities are
related or not by considering logical words such as “and” and “or”, or understanding that
multiple relationships in a sentence are connected with words like “because”.
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Adriana Heguy

Negation
(nat)

Description
(involved)

Research

New York University

Description
(most)

Negation
(na)

Figure 3-1. Example parse tree using parts-of-speech

Action
(mutate)

Description
(all time)

Action
(spread)

If we parse the sentence above using our approach so far, we would have something similar to
figure 3-1. In the figure, we have mapped the relationship groups that are built from particular
parts-of-speech to the entities of interest. If we were to continue, later paragraphs would be
connected to the same tree, providing a larger picture of the relationships in the text. Creating a
new parse tree is not enough, however. To help with efficiency and scalability, we borrow a
concept from database design where the tree is optimized through a series of steps to remove
redundant information and make finding information faster while giving the best results[6]. In
figure 3-1 we can see that not every word in the sentence is included. Irrelevant or redundant
words are pruned from the tree to reduce the data size. Redundant branches where the same
relationship is represented would also be pruned such that only one instance of it existed to
further reduce the data size. Using this tree, we can then infer both explicit relationships by direct
connections in the tree(Adriana Heguy said most mutations spread), as well as implicit
relationships from indirect connections(Adriana was not involved in research about virus
spread).

Once these relationships are extracted, we wanted to bring the information important to an analyst
to the top by introducing a rank ordering algorithm. The idea is to calculate a score for each
relationship statement by considering the following factors:

1. Is the relationship statement explicit or implied?

2. Does the statement mention the subjects the analyst is looking for?
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3. Is the relationship a direct relation or through other entities?
4. Does the relationship mention sensitive topics?

5. How many connections does the entity have?

Based on these criteria, we would then create a list of relationships of interest to the analyst.

With a rank order list of facts extracted, we can insert them into an adjacency list where each
entry contains two entities known to be connected by some relationship and document what type
of relationship was found connecting them. This adjacency list would be entered into a graphing
tool where high-ranking facts are highlighted and where an analyst can see a clear and organized
view of entities and their relations as well as their connections.

The proposed solution was successful in some ways, but failed in others. While we were able to
extract simple relations from sentences, we learned that in building the parse trees we were being
pulled back to rule based matching, which is the early stage naive solution. Even while using
parts-of-speech in sentences, many complex sentences required additional help and rules in order
to piece the trees together. In addition, many of the NLP components such as parts-of-speech
tagging and co-reference resolution to resolve pronouns turned out to not be as much of a solved
problem as we believed. In the cases we found in our preliminary research where tools had solved
the problem, it was in fact for very specific datasets tailored to those tools and solutions. In
section 4 we will illuminate additional NLP problems and how they affected our work.
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4. NATURAL LANGUAGE PROCESSING AUXILIARY
PROBLEMS

Natural language processing encompasses many objects and problems needing to be solved.
When we think of NLP, we tend to focus on the tasks we want to use it for such as semantic
analysis, text prediction, and answering questions about text. However, underneath the
applications of NLP are the core problems that when solved facilitate and enhance these
capabilities. This section will talk about these core problems, their strengths and limitations, and
how they apply to relationship extraction. As stated in our previous work, while relationship
extraction depends on entity extraction, we have learned it further depends on many of these other
problems being improved in conjunction.

4.0.1. Entity Extraction
Entity extraction is the process of finding things or topics of interest from text. For example, if we
have the sentence:
"Apple is looking at buying U.K. startup for $1 billion."
We could detect:

Apple -> Organization
U.K. -> Geopolitical Entity
$1 billion -> Money

An example is shown in Figure 4-1 using SpaCy’s visualization capability and in Figure 4-2 for
the text representation.

Some tools already do this well and have assembled and published pre-trained models for use to
find general entity types or to be trained further to be more accurate. Alternatively, these tools
provide you with the framework such that you can train your own models. By default, they work
by finding patterns in words or phrases that indicate a particular entity type. Money values can be
detected by a money marking character like "$" or by common money indicators such as "USD".

Apple ore is looking at buying UK. gpe startup for $1 billion moONEY

Figure 4-1. Visualization of entity extraction using SpaCy’s visualizer. [7]
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TEXT START END  LABEL DESCRIPTION

Apple 0 5 ORG Companies, agencies, institutions.
UK. 27 31 GPE Geopolitical entity, i.e. countries, cities, states.
51 billion 44 54 MONEY Monetary values, including unit.

Figure 4-2. Entity extraction example using SpaCy. [7]

Things like phone numbers, names, and other entities also have distinct patterns. In many cases,
the model can be trained to identify uncommon patterns such as IP addresses, online tags for
people, or topic trends marked with hash tags. Developing custom models can be improved by
applying word vectors to give the models examples of which words or word types are of
Interest.

Entity extraction is critical for relationship extraction as mentioned above. Relationships are often
represented as relationship triplets which comprise of two entities and a relation. Many
approaches start with entity extraction to identify entities and their positions, while later coming
back to see which words connect them. Other approaches such as the LSTM architectures try to
identify the entities at the same time as finding the relationships in order to understand context.
Regardless, identifying entities is a key component to most relationship extraction techniques.

As of now, this is the among the simplest tasks of NLP tools and we have found it to be a
well-researched topic. However, that does not mean it is without challenges. Scalability remains
an issue. Fortunately, most current tools can be run in a parallel way. One additional obstacle
comes in that some languages or particular datasets are more challenging and complex than others
and as such entities that share a similar pattern create many errors. Still, compared to other NLP
problems, entity extraction is one of the most developed auxiliary problems.

4.0.2. Entity and Coreference Resolution

Entity and coreference resolution is the task of identifying and resolving multiple representations
of the same entity. For example, let us consider the following sentence:

"John Doe went to the site to complete his project. Jane said her husband works long hours."

In the above sentence, "John Doe" and "his" [project] would be recognized as the same person.
However in the second sentence, "her husband" is ambiguous, and could refer to John Doe, or
another mentioned entity previous to or after this particular sentence. This illustrates the difficulty
of coreference resolution in text.

When it comes to relationship extraction, coreference resolution is another critical component.
When making connections between multiple entities, recognizing multiple representations of an
entity reduces the complexity of the final output data, reduces mislabeling of entity-relation
triplets, and makes the results much more clear and less prone to error in the form of marking two
entities as separate when they are in fact the same. In addition, when we look at the first step of
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entity extraction, pronouns are often overlooked and not extracted as entities, whereas specific
names are. Detecting and applying specific entity labels based on whom the pronouns are
referencing gives us more data for understanding context and relationships.

In our work we saw that tools capable of coreference resolution worked on simple sentences like
those above. However, when it came to more complex sentences containing multiple clauses, the
tools failed. Incorrect entities were applied to pronouns and sometimes entities were linked to
some other entirely different entity. We believe this is because the algorithms within the tools
depend on word sequence and parts-of-speech to gain some context to decide which words are
actually referencing the same thing. However, in more complex sentences, the word sequences
are not so clear and this ambiguity can cause error. In our work, we turned to sentence
simplification to get around this problem and were met with some success. However, sentence
simplification has its own challenges as mentioned below. For tools such as SpaCy[7],
coreference resolution initially appeared to be solved, though we found it to only work well on
their own specific dataset and not in general practice. In reality, entity and coreference resolution
is in the similar stage of research as relationship extraction.

4.0.3. Parts-of-Speech and Dependency Parsing

Parts-of-speech (POS) tagging is a well-documented task that lays the foundation for many other
NLP tasks. It involves labelling the words in a sentence with their parts-of-speech. For example,
consider the following sentence:

"Apple is looking at buying U.K. startup."
Figure 4-3 shows how a POS tagger would label the words in the above sentence.

In the beginning of our research, we performed a complexity and time analysis of different POS
implementations. We included four of the most popular options: Stanza (Stanford CoreNLP’s
python library), SpaCy, NLTK, and TextBlob. We found that, in small document sets (100
sentences), all performed relatively similarly. As the number of sentences increased, the Stanza
implementation fell behind the others in run time. Despite that, the Stanza implementation
remained the most accurate.

Dependency parsing is the task of analyzing a sentence’s grammatical structure using
dependencies between the words in that sentence. This builds directly off of POS tagging, using
those speech tags to determine the relationships between words. SpaCy has a fairly robust
dependency parser implementation, which creates a tree structure of a sentence’s dependencies, as
well as a dependency visualizer called displaCy. In Figure 4-4, we see what the dependencies
would appear as for the sentence above using SpaCy’s visualizer. Our goal was to utilize
dependency parsing primarily for use in sentence grammatical simplification. We believed this
would assist in detecting the relationships located in sub-clauses of a sentence that relationship
extraction algorithms in practice have a harder time finding. Finally, we hoped that it would help
improve the results in coreference resolution techniques, as the simplified structure would make it
less ambiguous who a pronoun was referring to. However, as we discuss in the next section, this
was met with limited success.
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TEXT LEMMA POS

Apple apple PROPN

is be AUX
looking  look VERB
at at ADP
buying buy VERB
U.K. u.k. PROPN

startup startup NOUN

Figure 4-3. An example of a parts-of-speech(POS) tagger resulit.

nsubj dobj
fm\ m m pe—
IS

Apple
PROPN AUX VERB ADP VERB PROPN NOUN

looking at buying UK. startup

Figure 4-4. An example of a dependency parse tree example result.

4.04. Sentence Simplification

Sentence simplification is the task of modifying text so that it is easier to read, but overall
maintains its original meaning. For example, consider the following sentence:

"Owls are the order Strigiformes, comprising 200 bird of prey species."

One possible simplification of this sentence might be:

"An owl is a bird. There are about 200 kinds of owls."

In this simplification, there are a couple important changes. The language itself is simpler and the
complex sentence structure was broken down into two single-clause sentences.

Our goal in exploring the sentence simplification task was to reduce the complexity of the
sentences in our data so that coreference resolution would perform better on them. To achieve
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this, we tried using dependency parse tree representation of the sentences to break them into
clauses. Both NLTK and Stanford CoreNLP offer implementations to derive a parse tree from a
sentence. In some cases, these were successful in separating clauses using parts-of-speech to
determine when new clauses began. NLTK’s implementation used noun subjects and direct
objects to make this determination, and Stanford CoreNLP used subordinate clause labels to do
so. Unfortunately, this approach still worked better on already simple sentences and performed
less effectively with sentences of more than two clauses.

Other implementations we explored for the task only replaced complex words with simpler
synonyms, a task also known as lexical simplification. This was was insufficient for our goal, as
the sentences in our data were most often too long and grammatically complex rather than being
too complex in terminology. We found that this limitation of most algorithms performing lexical
simplification, as opposed to grammatical simplification, to be an obstacle for using this on a
larger, more general scale. Additionally, one other challenge arrives in that lexical simplification
can often change the meaning of the sentence, as the connotation between two synonyms or the
usage of a particular term may be different between the original and the simplified form. This loss
of information due to the simplification, especially when a part of an automated text analysis
pipeline, can introduce error into the data without an analyst ever being aware.

4.0.5. Validation

A especially poignant challenge for us, though not specifically an NLP domain problem, is
validation. Nearly all of the tools and the research validate their approach using precision, recall,
and F-score. These metrics are excellent in determining how much of the data the models are
getting correct answers for and how consistent the answers are. Furthermore, they are great for
comparing accuracy to other approaches. However, they fail to give intuition as to why those
scores are what they are and what sorts of failures may have occurred. For example, there is a
possibility that certain types of sentences are the most difficult for a particular approach while
others are always correctly marked. In our work, we discovered almost no documented context
for where the methods failed and no developed methodology to really understand why certain
types of approaches or architectures failed or succeeded in the ways they did. A means for fuller
analysis and validation needs to be developed to understand current approaches in order to create
a more robust understanding of the failure and success modes of these various architectures and
approaches. This is something we wish to address in our future work as we continue to better
understand relationship extraction approaches.
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5. UNIVERSITY OF FLORIDA PARTNERSHIP

In this work we partnered with Dr. Damon Woodard and his students: Anushka Swarup, Avanti
Bhandarkar, and Enes Grahovac at the University of Florida to leverage their knowledge and
experience in NLP algorithms and tools. During their work, they implemented 21 relationship
extraction algorithms.

[23, 28, 18, 40, 13, 16, 37, 21, 9, 27, 14, 24, 36, 25, 34, 15, 31, 39, 30, 19, 38] In addition, they
curated nine (9) datasets [11, 4, 10, 33, 20, 8, 35, 22, 12] used in several NLP validation tasks and
converted each to work with as many of the 21 algorithms as possible. With the ability to test the
most recent work in relationship extraction, we are able to see what the current state-of-the-art
algorithms are able to accomplish while also seeing how robust they are to general datasets or if
they are specially tailored to specific ones. The results of this survey are pending publication in
ACM Computing Surveys and this report will be revised when publication is confirmed.

In addition to the publication, we want to extend our work with Dr. Woodard to look at some
questions developed during this research. While none of the papers presenting the algorithms
above discuss in detail how they failed or why, we wish to look deeper into what types of
sentences do fail. Some questions we want to address are:

* Do certain types of algorithms(CNN, LSTM, etc) fail on specific types of sentences?
* Are there sentences with specific patterns that many of the algorithms fail on?

* Can we map the progression of other NLP components critical to relationship extraction to
the success and/or failure of the latest relationship extraction algorithms?

* What correlation is there between how effectively one of the auxiliary problems cleans a
sentence and the subsequent effectiveness of a relationship extraction algorithm on that
processed sentence?

* Are there combinations of tools and approaches that complement one another better for
improved results?

The results of these questions in combination with the algorithm analysis is planned for a
potential journal publication with Dr. Woodard and his students. This report will be updated with
the results of such work.
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6. CONCLUSION

In this paper we presented the problem in natural language processing called relationship
extraction and how its application could assist analysts in their jobs to collect information and
efficiently organize it to be least prone to error. We discussed our proposed solution to the
problem, and while there were some successes in our approach, there were also some challenges
that we did not predict. However, despite not solving the problem as we intended, we investigated
the most current state-of-the-art algorithms and their approaches to gain a better understanding of
the problem and why an ideal, mission-space-ready solution still does not exist. We also learned
about auxiliary problems in NLP and how some affected our approach. We were able to present
this information for use in future work. While we recognize relationship extraction is still not a
solved problem, we have identified topics in NLP that need to be solved in conjunction with the
problem of relationship extraction to improve generalizability and scalability. In addition, we
worked closely with our University partners to get a set of 21 algorithms and nine datasets in
order to conduct tests for a publication and to thoroughly analyze for future work.
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