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ABSTRACT

As part of the Advanced Simulation and Computing Verification and Validation (ASCVV)
program, a 0.3-m diameter hydrocarbon pool fire with multiple fuels was modeled and
simulated. In the study described in this report, systematic examination was performed on the
radiation model used in a series of coupled Fuego/Nalu simulations. A calibration study was
done with a medium-scale methanol pool fire and the effect of calibration traced throughout
the radiation model. This analysis provided a more detailed understanding of the effect of
radiation model parameters on each other and on other quantities in the simulations. Heptane
simulation results were also examined using this approach and possible areas for further
improvement of the models were identified. The effect of soot on radiative losses was
examined by comparing heptane and methanol results.
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EXECUTIVE SUMMARY

Sandia National Laboratories has developed computational tools for modeling and simulation
of important weapons environments, including pool fires which occur in accident scenarios.
The primary code used for low-Mach, turbulent reacting flow modeling is known as
SIERRA/Fuego, and has been in use for over 15 years [1]. As part of the Advanced
Simulation and Computing Verification and Validation program, a 0.3 m diameter
hydrocarbon pool fire with multiple fuels was simulated using the Multiple-Program-Multiple-
Data coupling of SIERRA /Fuego and Nalu to perform computational fluid dynamics
turbulence modeling as well as radiation modeling. The Fuego combustion model was a
Strained Laminar Flamelet Model, and the radiation model was a Participating Media Radiation
Model which used a gray-gas assumption. The primary objective of the project was the
comparison of turbulence statistics, fluxes, and radiative heat loss metrics from the simulations
with those from a robust set of experiments in order to validate the Sandia-developed code in
pool fire applications.

Two fuels were modeled in order to examine the effects of soot formation on radiative heat
loss, with the first fuel modeled being methanol (non-sooting), and the second heptane
(sooting). This report outlines work done to support the primary project objective. A
calibration study was performed on the radiation model with methanol as the fuel. The
radiation model was examined from initial quantities queried from the flamelet libraries to the
characteristic radiative heat loss quantity — the radiant fraction. This analysis provided insight
into the dependence of each key quantity in the radiation model upon the preceding quantities,
and provided a clearer view of why varying the radiation model parameters worked to modify
the radiant fraction. For the heptane fires, the radiation model analysis provided insight into
the effect of parameters including soot quantities queried from the flamelet library on the
radiant fraction. Integral quantities describing important flow physics were computed using
ParaView/Python and other quantities were reported along the domain centetline. A
preliminary analysis of the effect of soot on radiative losses was performed by comparing
heptane and methanol results.

Additional analyses for methanol included an analysis showing the sensitivity of the flame
height computed using an intermittency definition to the value of the chosen threshold
variable. A brief comparison of coarse and fine data was also done, and the effect of mesh
resolution on the subgrid and total turbulent kinetic energy was analyzed.

This work was important in providing radiation model calibration in non-sooting flames where
gas radiation was dominant. In addition, it provided insight into the SIERRA /Fuego and Nalu
models and the flow and heat transfer physics occurring in the simulated pool fires. The most
important results are summarized in the list below.

o The radiative intensity, scalar flux, and enthalpy sink term 0q] /0x; increased with
increasing absorption and radiation source magnitudes. Consequently, plume radiant
fraction increased and plume temperature decreased.




Prefactors (fy, f) used to modify radiation model parameters (absorption coefficient
and radiative source) were varied from (0.5, 0.25) to (1, 1) in order to calibrate the
model to predict the experimentally reported radiant fraction. The predicted values of
plume radiant fraction varied from 0.14 to 0.35 over this range of prefactors.

The “volumetric flux of buoyant force per volume” (integrated buoyancy flux)
increased with increasing temperature. Maximum values varied from 0.39 N/s to

0.47 N/s over the range of parameters considered for the prescribed mass flux
boundary condition.

The rate of change of mass entrainment rate with height increased sharply at the pan
lip. The mass entrainment rate increased with height to the vertical domain extent. At
the experimentally-derived flame height (0.5 m), the entrainment rate varied from
0.119 kg/s to 0.122 kg/s for the range of parameters considered for the prescribed
mass flux boundary condition. The simulation case yielding the closest radiant fraction
to the experimental value predicted a mass entrainment rate of 0.12 kg/s at the mean
flame height, and a Society of Fire Protection Engineers (SFPE) correlation yielded a
value of 0.09 kg/s. The simulation results were likely higher than the SFPE cortelation
due to the fact that the pan was elevated, which caused higher entrainment rates
compared to a floor-level pan. In addition, the lip height and the general nature of the
correlation could have contributed to this difference.

Mesh refinement had a noticeable impact on centerline temperature, density, axial
velocity, and subgrid turbulent kinetic energy as well as the radiant fraction, integrated
buoyancy flux, and mass entrainment rate. However, the effect on radiative heat flux
and radiant fraction was not significant enough to necessitate the use of the finer mesh
(Iess than 5% difference for both quantities).

Flame height was estimated using an engineering correlation and the importance of
correctly predicting the mass flux on the pool surface was shown.

A sensitivity study showed that the computed flame height is sensitive to the value of
the threshold temperature or mixture fraction used when computing flame height with
an intermittency definition.

Soot production appeared to be under-predicted in 30cm heptane fires. Further
development of the soot formation mechanism modeled may be necessary.

The heptane results were compared to the best case methanol results and were shown
to exhibit higher radiative heat transfer. Because the contribution of soot to radiation
was insignificant, the predicted gas phase radiation was the primary contributor to this
increased radiation.




ACRONYMS AND DEFINITIONS

Abbreviation

Definition

SNL

Sandia National Laboratories

ASC Advanced Simulation and Computing
ASCVV Advanced Simulation and Computing Verification & and Validation
MPMD Multiple-Program-Multiple-Data

CFD Computational Fluid Dynamics

LES Large Eddy Simulation

PMR Participating Media Radiation

SLFM Strained Laminar Flamelet Model

QO Quantity of Interest

BRTE Boltzmann Radiative Transport Equation
ID Inside Diameter

BC Boundary Condition

TKE Turbulent Kinetic Energy
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1. INTRODUCTION

The Advanced Simulation and Computing (ASC) program at Sandia is a part of the NNSA mission
which involves simulation and computing work aimed toward extension of nuclear weapon lifetimes
in the stockpile. Verification and Validation (V&V) program activities include the creation of
standards, methods, and metrics for assessing model credibility and quantifying confidence in
simulation results. Also included in V&V activities are assessments which establish credibility and
confidence for specific simulations [2]. The objective of this project was to build credibility in pool
fire modeling capabilities with the second-generation Sandia National Laboratories physics and
chemistry models. Verification and validation of moderate-scale, non-sooting hydrocarbon pool fires
was done in the primary thrust of the project [3]. This report details a complementary analysis which
was done to calibrate the computational models, analyze the radiation model, compare simulations
of sooting and non-sooting fuels, and examine radiative heat transfer and fluid dynamics from a
series of simulations.

1.1. Objectives

The work summarized in this report represents analysis complementary to the primary project
objective (modeling and simulation & verification and validation of flow statistics). The main
objectives detailed in this report are as follows.

e Report integral quantities such as radiant fraction in order to inform the simulation process

e Analyze radiation model used in the fire simulations. Specifically, examine the effect of
inputs to the radiative transport equation or soot evolution equations on Quantities of
Interest (QOIs). For methanol, this was done in the form of a calibration study with the
absorption coefficient and radiative source term as inputs and integral QOIs (esp. radiant
fraction) as primary outputs. For heptane, this was done by examining soot source terms as
well as the absorption coefficient and radiative source term from a heptane flamelet library
with a heptane boiling point boundary condition.

e Compute and report integral flow quantities describing entrainment and buoyancy

e Analyze computed flame height from engineering correlation in light of multiple boundary
conditions used

e Perform sensitivity study examining the effect of threshold temperature or mixture fraction
value chosen for calculation of flame height using intermittency definition

e Compare results for methanol and heptane to examine the effect of soot on radiative heat
transfer
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1.2. Related Studies

1.2.1. Methanol

The 30 — 31-cm diameter methanol pool fire is a specific validation case of the International
Association for Fire Safety Science (IAFSS) Working Group on Measurement and Computation of
Fire Phenomena (MaCFP Working Group). This moderate-scale methanol pool fire has been well
characterized experimentally, with several detailed studies being reported in [4-11]. The fires were
characterized with measurements of velocity and temperature, fluxes of heat and mass, chemical
composition, and other quantities. In particular, Weckman [4] conducted one of the earliest studies
on the fire at the University of Waterloo. This study provided a velocity and temperature dataset
containing mean and RMS values, length scales, turbulence intensity, and correlations. In addition,
the description of experimental setup, entrainment phenomena, and other flow characteristics
provided valuable background to the current study.

The National Institute of Standards and Technology published results from several experimental
studies which provided temperature, velocity, mass and heat flux, radiant fraction, soot mass and
volume fractions, and other data [7, 8, 10]. The experimentally expected value of radiant fraction for
a 30-cm diameter methanol pool fire was found to be 0.22 & 0.02. Falkenstein-Smith et al.
performed a study in which gas species measurements were reported to characterize the chemical
structure of a moderate-scale methanol pool fire. These measurements helped to describe the factors
driving the radiative heat feedback to the pool surface [6]. Klassen and Gore [12] reported the
radiative heat loss fraction, flame height, fuel mass burning rate, and radiative heat flux, among other
quantities. Kim et al. measured radiative and total heat flux and calculated convective heat flux. They
showed that radiation was the dominant mechanism of heat feedback to the fuel surface, accounting
for 67% to 88% of the total heat feedback. The enthalpy convected in the plume was also found to
represent a dominant fraction of the fire’s total energy, 68% to 75% [9].

In addition to experimental studies for this methanol fire, several computational studies have been
conducted. Ma et al. [13] used a second-order iterative variable-density pressure-based low-Mach
number solver developed in-house to perform an LES simulation of the fire. The default
configuration of an elevated pan with a 1-cm lip above the fuel surface was modeled. Other
configurations included an elevated pan with no lip and a floor-flush pan with no lip. The
entrainment and overall flow pattern were found to be significantly affected by the presence of a pan
lip, whereas the pan elevation did not have as strong of an effect. The effect of a lip was noted in an
eatlier study by Orloff and De Ris [14], and the results match qualitatively, considering the
difference in fuel used. Important simulation results included puffing frequency, mean and RMS
temperature and velocity, mean molar fractions, radiative loss, and radiative and total heat feedback
to the fuel surface.

Ahmed and Trove [15] used FireFOAM to model and simulate the fire and utilized two radiation
modeling methods: 1) a prescribed global radiant fraction and 2) a model based on the Weighted-
Sum-of-Gray-Gases approach. A mesh sensitivity study yielded the spatial resolution necessary to
achieve grid-converged solutions in the region near the fuel surface and in the bulk flow region.
Mean and RMS temperature and velocity, mean radiative and convective heat fluxes near the pool
surface, and overall flow behavior were also reported.
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1.2.2. Heptane

Several relevant heptane pool fire experiments have also been conducted. Raj and Prabhu [16]
characterized heptane pool fires with a range of diameters including 0.3-m and reported the mass
burning rate and radiative fraction. They also noted that a non-zero lip height modified entrainment,
and thus, convective and radiative heat fluxes. By examining the instantaneous mass burning rate
over time, they distinguished an initial steady state fuel mass flux and a bulk boiling period fuel mass
flux. Temperature, soot volume fraction, and radiative heat fluxes for a 0.3-m diameter heptane pool
fire were reported by Klassen and Gore [12] among other quantities. In this study, methanol was
used as a representative alcohol and heptane as a representative paraffin. They found that the
radiative heat flux incident on the fuel surface was more dependent on diameter for methanol fires
than for heptane fires. The fires examined always exhibited strong radiative heat feedback and no
diameter corresponded to a convective regime. Hamins et al. [17] developed a method for estimating
the radiative heat loss fraction via a single point measurement and found it to be accurate to within
13% of a multilocation measurement. They noted that radiative heat feedback to the pool surface
controls the fuel burning rate. Koseki and Hayasaka [18] examined the scale dependency of heptane
fire properties and compared results for simple model predictions of temperature, radiant fraction,
and other quantities to experimental data. Kang et al. [19] conducted an experimental study on
heptane pool fires from 0.1 to 0.3 m in diameter. They identified four typical burning phases for
pool fires of this size, which they described as 1) pre-burning, 2) quasi-steady state burning, 3)
boiling burning, and 4) decaying. The second and third phases correspond to those mentioned by
Raj and Prahbu. Flame height, burning rate, and temperature vs. time for the fuel surface and wall
were reported. It was noted that boiling burning will occur when the wall temperature is greater than
or equal to the fuel boiling point. Chen et al. [20] also studied thin-layer heptane pool fires and noted
the distinct phases which Kang et al. described. Additionally, they noted the effect of the fuel
thickness on the flame height and burning rate. Evaporation was enhanced during boiling. The
formation of bubbles and effect on the heat absorbed by the fuel surface were observed. Kamiuto et
al. [21] characterized the soot contents of flames for several fuels including heptane. They used a
constrained multispectral transmittance method to determine 77 situ soot size distributions and
volume fractions.

Kang et al. [22] conducted an early computational study on a 5.7-cm diameter hexane pool fire
which used an LES turbulence model with Smagorinsky eddy viscosity model for subgrid-scale
(SGS) closure. A modified laminar flamelet model (MLEM) was used to model combustion and was
compared to a simple mixture fraction model. Flame structure was examined and the MLFM was
shown to improve predictions of temperature and velocity vs. those made with the mixture fraction
model. Chatterjee et al. [23] simulated a 30-cm heptane pool fire with the fuel surface elevated by
0.15 m from the ground and a prescribed mass flux boundary condition. The turbulence modeling
scheme was LLES and the subgrid soot-radiation model was based on the laminar smoke point
concept. They compared experimental results for temperature, velocity, soot volume fraction, and
fuel surface heat flux to experimental results, with reasonable accuracy shown in their numerical
predictions. Wu et al. [24] performed a detailed computational study of a 7.1-cm diameter heptane
pool fire in which a Monte Carlo ray tracing-based radiation solver with spectral models for five gas
species and soot was used. Soot was modeled using a two-equation soot evolution model with C,H»-
based inception. Velocity, temperature, radiative heat flux, soot volume fraction, and other results
were presented. The spectral radiation model was an advancement in complexity compared to other
works which used the grey-gas model and was believed to improve the predictions of radiative
quantities. Radiative quantities were found to be very sensitive to the soot volume fraction.
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2. THEORY

Pool fire radiation was modeled as Participating Media Radiation (PMR) in Nalu. Such a model was
necessary because gas and soot both participate in radiative heat transfer by absorbing and emitting
radiation. In the following subsections, the coupling of Fuego to Nalu, and an overview of the
chemistry and physics models used for sooting and non-sooting fires are given. Section 2.4 gives
theory related to the plume analysis

21. CFD-PMR Program Coupling

SIERRA /Fuego is used for turbulent flow and combustion modeling, while Nalu is used for
radiation modeling. During a simulation, the flamelet library (see Section 3.2) is queried to obtain
parameters including the absorption coefficient and radiation source term for the Boltzmann
Radiative Transport Equation (BRTE). These parameters — along with the emissivity, transmissivity,
and boundary source term — are passed to Nalu for radiation modeling. In Nalu, the radiative source
term for the BRTE is used in the equation solve to obtain the radiative intensity I(s), where s;
represents the i direction and is defined in Figure 2-1 [25]. In this definition, 8,, and 8, are the
zenith and azimuthal angles respectively. Nalu proceeds to calculate the radiative flux (q{) and scalar
flux (G) and pass them along with the incident flux to Fuego, where they are used in the calculation
of the radiative source term for enthalpy transport and other quantities. This coupling is summarized
in Figure 2-2.

0 §=sin0,sino,, i+cosd, j+sino, cosd,, k
Zn

]
f—

az

Z

Figure 2-1. Definition of ordinate direction, taken from Fuego Theory Manual [25]
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2.2, Radiation Model — Non-sooting Fire

In Figure 2-2, several important quantities and equations relevant to the radiation model are shown.
This illustrates the dependencies between Fuego and Nalu. By examining the quantities and
equations which lead from parameters such as the absorption coefficient and radiative source term
for the BRTE to the integral quantities such as enthalpy deficit flux and radiant fraction, the effect
of the model parameters upon the model outputs may be understood. This section gives the
quantities and equations leading from the absorption coefficient and radiative source term for the
BRTE to the radiant fraction. Plots of these quantities are shown in Section 4.1.1.

Equation (2.1) shows the radiative source term for the BRTE, where p, is the absorption coefficient
and 0 is the Stefan-Boltzmann constant. The absorption coefficient and radiative source term (eg)
for the BRTE are obtained from the flamelet library as mentioned above and passed to Nalu. In
Nalu, the radiative source term for the BRTE and the absorption coefficient are used to solve the
BRTE (Eq. (2.2)) for the radiative intensity I(s), where s; represents the i direction as defined in
Figure 2-1.

4
e=e, = HoT @.1)
T
0 oT*
52 1(8)+ 1,1(5) = ”T 22)
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With the radiative intensity calculated, the radiative flux (q] ) and scalar flux (G) are determined
using Equations (2.3) and (2.4), respectively.

2r

g, = j j I(s)s,sin6.d6.d6.. 2.3)
00
2

G= [ [1(s)sin0,d0,46, 04
00

The enthalpy transport equation contains a term which accounts for radiative heat transfer to the
control volume, and this source term is computed from the scalar flux using Eq. (2.5). The source
term is then used to solve for enthalpy in Eq. (2.6).
%, _ #[40T* ~G] 2.5)
ox,
In Equation (2.6), p is the spatially-filtered fluid density, R is the Favre-averaged enthalpy, ﬁ} is the
j"™ component of Favre-averaged velocity, n; is the unit normal vector component in the x;
direction, V' is the computational cell volume, S is the length variable along the integration path,  is
the viscosity, U is the modeled subgrid turbulent eddy viscosity from momentum closure, Pr is the
Prandtl number, Pr; is the turbulent Prandtl number, qj is the spatially-filtered radiative flux, P is
the pressure, and 7;; is the viscous stress tensor.

oph - i1 | oh oq,
LV + | phumdS = (| =+ |==ndS-[Zav
I ot J.,O Hil; '[ Pr Pr, )ox, " J.ﬁx.
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J J

(2.6)

With the simulation complete, the reported variables are used to form the enthalpy deficit integrated
flux as shown in Eq. (2.7) and the mixture fraction integrated flux as in Eq. (2.8). Finally, the radiant
fraction is formed as in Eq. (2.9).

0

Enthalpy Deficit Integrated Flux = y" = J. pulh—h, ,(Z)]rdr 2.7
0
Mixture Fraction Integrated Flux=Z" = IuZ prdr (2.8)
0
7 "

Radiant Fraction= X, = (2.9)
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23. Radiation Model — Sooting Fire

This section gives the important additional equations in the modeling of a sooting fire such as
heptane. Because the presence of soot can affect radiative heat transfer significantly [20], the starting
point for the radiation model used in the heptane simulations is soot evolution. To include soot in
the model, a two-equation soot model is implemented in Fuego, in which transport of both the
number density (pN) and mass concentration (0M) are considered in the development of soot. The
transport equations are given by Eqns. (2.10) and (2.11) below, and take several source terms from
the flamelet library as inputs. These equations are described in [27], including the definitions of the
soot Schmidt number (SCsq01), sOOt nucleate molecular weight (W), and total surface area (4).

Along with the gas absorption coefficient (i ) and gas radiative source term (eg) for the BRTE,
the soot absorption coefficient (i, s) and soot radiative source term (€g) are also obtained from the
library along with source terms for soot evolution equations. The nucleation source term,
nucleation_source, is denoted by (Nucl.), coagulation_source by (Coag.),
surface_growth_source by (Surf.), and oxidation_source = o2_oxidation_source +
oh_oxidation_source by (Oxid.). The equations are then solved in Fuego to obtain the soot
number density (0N) and soot mass concentration (pM) [27]. The soot number of moles per mass
(N) and soot mass fraction (M) are computed from the soot number density and soot mass
concentration, respectively, where p is the total density in the cell. The soot mass fraction is used in
the computation of the absorption coefficient (Eq. (2.12)), which is a combination of the gas
absorption coefficient f, 4 and the soot absorption coefficient U ¢. It is also used to form the
radiative source term (Eq. (2.13)) for the Boltzmann Radiative Transport Equation (Eq. (2.14)), and
this source term also contains contributions from both gas and soot.

a’g—tNJrV-(puN) = V-{LVNJJr(Nucl.)—(Coag.) (2.10)
soot
oM +V-(puM)=V- £ M |+w (Nucl.)+[(Surf ) —(Oxid )| 4
o1 Sc__ ’ @11)
absorption coefficient=x, = u, , + My, (2.12)
oT" T*
e=e, +Me = ack Y Qactid (2.13)
V4 T
0
s,—I1(s)+ul(s)=e (2.14)
Oox,

17




From Equation (2.14) on, the important quantities and equations follow as shown in the previous
section, eventually leading to the radiant fraction. In Figure 2-2, this corresponds to the computation
of radiative intensity, scalar flux, and radiative flux in the box by “PMR Code” followed by the
transfer to Fuego (orange arrows) and subsequent computations in it.

2.4, Plume Analysis

2.4.1. Entrainment Rate

Additional plume physics besides radiation were also analyzed in this study. Quantities describing
these physics included entrainment rate, integrated buoyancy flux, and flame height. The momentum
flux was also computed for heptane. These quantities as well as radiation model quantities were
post-processed using ParaView/Python.

The entrainment rate in the plume is calculated as the vertical mass flow rate in the plume

(Eq. (2.15)) and is taken to be equivalent to the mass flow rate at which air enters the plume. This is
justified due to conservation of mass and the fact that the mass flow rate contributed by the fire
source is small relative to the mass flow rate of the air in the plume [28].

m,, = | 2muprdr (2.15)

Entrainment rate can also be estimated using engineering correlations given in the Society of Fire
Protection Engineers (SFPE) Handbook of Fire Protection Engineering [28]. Eqns. (2.16) - (2.18)
give these correlations, where Eqn. (2.10) is used below the mean flame height, Eqn. (2.17) is used at
the mean flame height, and Eqn. (2.18) is used above the mean flame height. In Eqns. (2.16) - (2.18),
Z is the distance above the pool surface in meters, z, is the virtual origin computed as in Eqn. (2.19)
(Eqn. 13.32 in [28]), Q. is the convective heat release rate calculated as shown in Eqn. (2.20), and L
is the mean flame height in meters (see Section 4.1.7 for information on flame height). In the

present study, QC is approximately 16.6 kW, L is 0.5 m, and D is 0.3 m.

i, (kg / s)=0.00580, (kW) % 2.16)
1, (kg /') =0.00580, (kW) 2.17)
tit,, (kg | $)=0.0710,"(z = 2)) [ 1+0.0270,* (- 2,) ™" | 2.18)
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In the development of these formulas, data from Zukoski and Cetegen were used [29, 30], which
were from experiments using 0.19 — 0.5-m diameter pans with and without surrounding floors. The
effect of pan lip height was not mentioned, but the effect of the floor was significant for the 0.5-m
diameter burner. The absence of a floor was said to increase the mass flow by ~30% for this burner.

2.4.2. Integrated Buoyancy Flux

Another integral quantity considered in this work was the integrated buoyancy flux, or buoyancy
flow. Delichatsios noted that buoyancy is a very important phenomenon in pool fires, as it provides
the energy for the formation of large eddies which entrain ambient air and mix it with fuel [31]. The
integrated buoyancy flux computed in this study was defined by Delichatsios as in Equation (2.21)
and represents the overall integrated buoyancy flux in the plume caused by increased temperature
and subsequently lower density. He also provided a formula for estimation of the integrated
buoyancy flux at the flame tip, which is given in Equation (2.23). In this equation, g is the
acceleration due to gravity, Q is the total heat release rate, X, is the combustion efficiency, Xy is the
radiant fraction, C, is the specific heat of the gases, and T, is the ambient temperature.

B(Z)= gJ.27rru(poo )dr—gﬁu(pw D) rdrd@ = gju(pw p)dA
@2.21)

J‘@gu, dV+Ipu n‘/.dS+J‘£;—7+§,5q2jnidS:
. (2.22)
J.Z(,u+,ut)[S —gSkk(S Jnde+j(ﬁ—po)gidV
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(2.23)

The integrated buoyancy flux is related to the buoyant source term in the momentum conservation
equation of the LES turbulent flow model used in this study (last term in Eqn. (2.22)). However, in
the integrated buoyancy flux, the density deficit is multiplied by axial velocity before averaging and
integrating. Because the buoyant source term in Eqn. (2.22) is the buoyant force which contributes
to the momentum in the plume, the integrated buoyancy flux has the appearance of a “volumetric
flow of buoyant force per volume”, or the rate of change of buoyant force per unit time.

2.4.3. Flame Height

In pool fires, pan diameter is an important parameter of the pool geometry. A distinguishing
geometric feature of the resulting flame is the flame height. Typically, the flame height is reported as
the height to which the visible flame extends. Engineering correlations exist for the estimation of
flame height [28]. When flame height is reported from experiments, it is often taken as the height at
which the intermittency is 50% [28]. Intermittency is defined as the fraction of time for which a
point in space at a certain elevation contains part of the flame.

A common engineering correlation [32] used for estimation of mean flame height is given in the
SFPE Handbook of Fire Protection Engineering (Eq. (2.24) below). In this relationship, L is the
mean flame height in meters, D is the pan diameter in meters, and Q = msH, is the total heat
release rate in kW, where 711f is the fuel mass burning rate in kg/s and H, is the lower heat of
combustion of the fuel in kJ/kg.

L=-1.02D+0.2350*" (2.24)
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3. SIMULATION DESCRIPTION

3.1. Pool Fire Scenarios

Two fuel types were examined in this study — methanol and heptane. Methanol was chosen due to
the robust body of experimental work which exists for this fuel in moderate-scale pool fires and the
fact that it is a fuel which does not produce soot during combustion, thus simplifying the modeling
approach. Heptane was chosen as a fuel which produces soot. Sooting flames are more
representative of the thermal environments relevant to abnormal thermal environment analysis.

The geometry of the pool fires was derived from experiments [4, 12] and is given below in Figure
3-1 and Figure 3-2. The characteristic dimension of the pan is the diameter, which was 30 cm, and
the rim/lip height, another significant dimension, was 1 cm. The domain extents were chosen so as
to allow for a realistic solution out to ambient conditions.

Pan:

30 cm diameter

1 cm rim height

1 cm wall thickness
1 cm depth

Figure 3-1. Pan dimensions
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h = 2 m above pool surface

Figure 3-2. Domain dimensions

3.2. Modeling and Simulation Information

Sandia National Laboratories (SNL) developed a low-Mach module for simulation of turbulent
reacting flow, specifically as the primary element in the ASC fire environment simulation project
[25]. This module of the SIERRA code suite is known as Fuego, and represents the turbulent,
buoyantly-driven incompressible flow, heat transfer, mass transfer, combustion, soot, and
absorption coefficient model portion of the simulation software. Using Multiple-Program-Multiple-
Data (MPMD) coupling, Fuego is coupled to Nalu for Participating Media Radiation (PMR)
modeling.

Fuego has multiple options for turbulence modeling and, in this project, a Large Eddy Simulation
(LES) scheme was used, with closure being provided by a subgrid scale kinetic energy one-equation
(or K sg5) closure model. LES uses spatial filtering and was chosen due to the fact that it produced
time-varying results which were essential for calculation of statistics necessary for comparison with
experimental data.

Turbulent combustion modeling was performed in Fuego using a Strained Laminar Flamelet Model
(SLFM), in which turbulent flames are treated as an ensemble of laminar diffusion flames, and
nonequilibrium chemistry is included by accounting for localized fluid strain. By resolving chemical
scales in the phase space of the mixture fraction instead of a 3D grid, computational efficiency is
improved [25]. Chemistry is assumed to occur only in a thin layer around stoichiometry and to be
quasi-steady on the scale of the flow. Thus, the chemical structure in mixture fraction space is pre-
computed and the resulting table is queried during the simulation to obtain flow properties. More
details about the modeling scheme for the methanol simulations can be found in Hubbard et. al. [3].

The heptane flamelet library was recently computed based on a modified version of the model
presented by Aksit and Moss [33]. Soot was modeled using a two-equation soot model as described
in Section 2.3.

Methanol simulations were run with two mesh sizes and the results examined to determine the effect
of mesh refinement on key quantities in the solution (Section 4.1.5). The coarser mesh was
determined to yield acceptable results, and thus, heptane simulations were only conducted with the
coarser mesh resolution.
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4. RESULTS AND ANALYSIS

4.1. Methanol

The methanol pool fires documented in this report closely followed the experimental setup of
Weckman [4], with the 0.3-m ID pan being elevated such that the fuel surface was 0.25 m above the
floor.

An optically-thin gray-gas assumption was used in the formation of the library’s absorption
properties. Using this assumption results in an under-prediction of the reabsorption of radiant
emissions and an over-prediction of the radiant heat emitted by the flame [3]. To address this
problem without increasing computational cost by using a more accurate gas radiation model,
prefactors were used to decrease the gas absorption coefficient and radiation source term queried
from the library. Figure 4-1 shows this strategy: parameters were queried from the library, multiplied
by prefactors, and then used in the radiative transport equation. By iterating through a series of
prefactors, the predicted radiant fraction was adjusted to the experimentally expected value. Thus, a
model calibration study was performed which calibrated the radiation model for this fire to predict a
radiant heat loss fraction which agreed with experimental data.

Figure 4-1. Use of prefactors to modify inputs to BRTE
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The results in the following two sections are thus presented in the form of a calibration study (and
in a sense, a sensitivity study), where multiple cases representing the series of prefactors are shown
on each plot. Thus, the effect of the prefactors on the quantity shown can be seen.

Besides using multiple sets of prefactors, two different types of boundary conditions were used. The
first was a mass flux boundary condition in which the mass flux on the pool surface was prescribed
(denoted “mass flux BC”), and the second was a pool boundary condition, in which parameters for a
pool evaporation model were specified and a heat and mass transfer balance problem was solved.
The pool boundary condition resulted in a significantly underpredicted mass flux in most cases. One
of the ramifications of low mass flux predictions is discussed in the calculation of flame height from
an engineering relation.

In Section 4.1.1, only the mass flux BC cases and the pool BC case in which the predicted mass flux
agreed with experimental values are presented. This is done in order to clearly show the effect of the
prefactors on important quantities in the radiation model. All cases, including both boundary
conditions are presented in Appendix A.

In Section 4.1.5, a brief comparison of data produced on a coarse mesh with data produced on a fine
mesh is presented, for the case which was found to most accurately predict the radiant fraction.

Finally, Section 4.1.7 gives results for flame height estimation using an engineering correlation. It
also includes a sensitivity study relating the flame height computed using an intermittency definition
to threshold variables used to define the flame tip. This study shows that the threshold value used
for the calculation of flame height is important and must be chosen carefully. This section also uses
only the data from the case which most accurately predicted the radiant fraction.

Table 4-1 gives an overview of the simulation cases including the boundary condition on the pool
surface and the radiation model prefactors. All cases used the gray-gas model.
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Table 4-1. Overview of simulation cases by boundary condition and prefactors

Gas Absorption | Gas Radiation
Coefficient Source
Pool Surface BC Mesh Resolution Multiplier Multiplier

Prescribed mass flux | coarse 0.5 0.25
Prescribed mass flux | fine 0.5 0.25
Prescribed mass flux | coarse 0.7 0.4
Prescribed mass flux | fine 0.7 0.4
Prescribed mass flux | coarse 0.75 0.5

Prescribed mass flux | fine 0.75 0.5

Prescribed mass flux | coarse 1 1

Prescribed mass flux | fine 1 1

Predicted mass flux | coarse 0.5 0.25
Predicted mass flux fine 0.5 0.25
Predicted mass flux | coarse 0.7 0.4

Predicted mass flux fine 0.7 0.4

Predicted mass flux | coarse 0.75 0.5

Predicted mass flux fine 0.75 0.5

Predicted mass flux | coarse 1 1

Predicted mass flux fine 1 1
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4.1.1. Radiation Model Framework

During the simulation, Fuego queries the flamelet library to obtain the absorption coefficient (for
methanol, this is simply the gas absorption coefficient) and radiative source term for the BRTE. In
the study discussed in this section, these parameters were then each multiplied by a prefactor as
discussed above to modify the amount of radiative heat transfer in the model. This was important to
calibrate the radiation model to experimental data. The prefactors could be different for other fuels.

The plot of absorption coefficient vs. height (Figure 4-2a) clearly shows the effect of multiplication
by the prefactor, as the displayed absorption coefficient curves rank in magnitude from that
corresponding to the prefactor of 0.5 to those corresponding to the prefactor of 1. Thus, the trend
seen in the absorption coefficient is as expected. Because the prefactors for the radiative source term
increase as the prefactors for the absorption coefficient increase, the source term was expected to
show the same trend. This trend is summarized in Figure 4-3, where the prefactor sets were
implemented in the following order: no prefactors, set 0, set 1, and set 2.

Figure 4-2b shows the radiative source (€) term for the BRTE. The curves generally follow the same
trend in magnitude as the absorption coefficient curves do. This source term peaks at z = 0.2 m. In
Figure 4-2c, the vector magnitude of the radiative flux along the domain centerline is plotted for all
cases. Figure 4-2d gives insight into this quantity for the case with prefactors of (0.75, 0.5) and
shows that the vertical component dominates. This is expected since it is the axis of symmetry. This
component crosses zero at Z = (.14 m, near the peak in the centerline temperature. Such a trend can
be explained by considering that at each point below the maximum temperature along the centerline,
radiation is emitted and absorbed, but since the amount of radiation emitted increases with
temperature, there is always a net downward radiative flux due to higher contributions from points
above than below. The argument is reversed for points above the point at which the maximum
temperature occurs. It should be noted that the zero-crossing of the z-component of radiative flux
does not occur exactly where the temperature is maximum, but this could be due to the average
vertical contributions to radiative flux from the surrounding area being greater below the point of
maximum temperature than above.

The radiative flux magnitude for the “best” simulation case at the pool sutface is 13.0 kW /m?,
whereas the NIST reported value is approximately 14.8 kW /m? [12)].
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Figure 4-2. a) Absorption coefficient. b) Radiative source term for Boltzmann Radiative Transport
Equation. c) Radiative flux vector magnitude. d) Radiative flux vector components and magnitude
as well as scaled temperature for reference. All quantities are along domain centerline.



General Pattern:

Massflux BC Pool BC

O No prefactors: 1, 1 ® No prefactors: 1, 1 )

¢{ Prefactor set 1: 0.75, 0.5 Increasmg
% Prefactor set 2: 0.7, 0.4 Magnitude

O Prefactor set 0: 0.5, 0.25

Figure 4-3. General magnitude pattern in important radiation model quantities

The scalar flux, Figure 4-4a, is computed in Nalu and sent to Fuego, and clearly reflects the order of
the absorption coefficient and radiative source term prefactors. This suggests that higher initial
parameters (U, and e) lead to a higher radiative intensity from the Boltzmann Radiative Transport
Equation. A higher radiative intensity, in turn, produces higher radiative and scalar fluxes.

Figure 4-4b shows the enthalpy sink term, with the pattern shown in Figure 4-3 being visible. This
term is the radiative sink term for the enthalpy transport equation, a quantity which describes the
enthalpy reduction due to radiative losses. Cases which have higher scalar flux also exhibit a higher
enthalpy sink term. This is not necessarily intuitive since scalar flux is subtracted in the source term.
Figure 4-4c shows that the emission and absorption terms (sans the absorption coefficient) do not in
fact display the trend from Figure 7. However, Figure 4-4d shows that the absorption coefficient has
a strong effect on the enthalpy sink term and reorders the cases according to the prefactor
magnitude.
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Figure 4-4. a) Scalar flux. b) Radiative sink term for enthalpy transport equation (enthalpy sink
term). c) Difference of enthalpy sink terms neglecting absorption coefficient. d) Plot of enthalpy
sink term showing the effect of the absorption coefficient for the prescribed mass flux BC cases.

All quantities are along domain centerline.

Integrated enthalpy deficit flux (y") magnitude is the numerator of the radiant fraction and is shown
in Figure 4-5. The trend of increasing magnitude with increasing prefactors on the radiative flux
parameters is clearly seen, and the difference in magnitude from case to case is relatively large. The
mixtute fraction flux (Z", Figure 4-5) is the denominator of the radiant fraction and does not show
clear separation between cases. This reflects low dependence of the mixture fraction flux on the
radiation model parameters and contrasts with the relatively high dependence on those parameters
shown by the integrated enthalpy deficit flux. The trends of the enthalpy deficit flux are thus

reflected clearly in the radiant fraction, which is shown in Figure 4-0.
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Figure 4-5. Integrated enthalpy deficit flux (left), and integrated mixture fraction flux (right)

The radiant fraction (Figure 4-6) can be thought of as the fraction of the heat of combustion that is
lost by the flame through radiation. It increases steadily until around 0.1 m past the mean flame
height and then remains relatively constant or drops slowly. The value considered for comparison
with experimental data was taken to be the value at z = 0.6 m, where most curves achieved their
maximum value. The radiant fraction is the end result of the sensitivity study and the primary metric
in radiation model calibration. The default gas radiation model parameters (1,1) yielded the curves
with a maximum radiant fraction of around 0.35, which is more representative of other flames, e.g.,
heptane radiant fractions with a mass flux representative of the bulk boiling period [18]. The model
was then calibrated by using the prefactors of 0.5, 0.25 with the result being a radiant fraction of
around 0.14, which is more typical of hydrogen jet flames [34]. Prefactors of 0.7, 0.4 yielded a
radiant fraction of around 0.2, and a final set of prefactors (0.75, 0.5) yielded a value within a
satisfactory range of the experimentally predicted radiant fraction (0.22) [4-11]. Plume radiative
losses were thus shown to be sensitive to the radiation model parameters. A plot of all simulation
cases considered is shown in Appendix A.1
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Figure 4-6. Radiant fraction. Time-averaged integral over horizontal planes.

4.1.2. Conclusions from Radiation Model Analysis

In conclusion, it was shown that the radiation model used to simulate a 0.3 m diameter methanol
pool fire could be effectively calibrated to predict a realistic radiant fraction by modifying prefactors
of the absorption coefficient and radiation source term queried from the flamelet library. Scaling was
imposed on the absorption coefficient and radiative source term for the Boltzmann Radiative
Transport Equation which effectively modified the strength of plume radiation. This scaling
appeared in several quantities throughout the radiation model. By analyzing the important quantities
leading from the initial parameters to the radiative fraction, it was seen that the scaling imposed by
the prefactors was generally reflected in the quantities analyzed and thus a physical explanation for
why each quantity would be higher if the model included stronger radiation was formed. In the PMR
gray-gas radiation model used, if the gas absorption coefficient and gas radiation source are
increased, the radiative intensity, radiative heat flux, and scalar flux increase. In addition, the
radiative sink term in the enthalpy transport equation increases causing a decrease in enthalpy. This
causes the integrated enthalpy deficit flux magnitude to be higher, and the radiant fraction is also
higher.
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4.1.3. Integral Buoyancy Flux and Entrainment Rate

The analysis of the radiation model quantities provides valuable information regarding the effect of
the absorption coefficient and radiative source on radiative heat transfer in the flame. These
parameters also had a significant effect on buoyancy in the plume due to the fact that higher
radiative loss corresponds to lower temperature and lower buoyancy. The effect on entrainment was
less noticeable.

Higher absorption coefficient and radiant source values lead to higher radiative intensity, which
causes higher scalar flux. The radiation sink term in the enthalpy transport equation is also higher,
reflecting larger radiative losses. Larger radiative losses cause lower plume temperatures in general.
When the plume is cooler, buoyant acceleration is lower, and this is reflected by a decrease in the
integrated buoyancy flux, or volumetric flow of buoyant force per volume (Figure 4-7). The general
trend for all cases is that integrated buoyancy flux increases up to a height near the mean flame
height and decreases for higher z-values.

The integrated buoyancy flux at the mean flame height was predicted using Delichatsios’ formula
(Eqn. (2.23)). This value was calculated using the following assumptions: 1) specific heat of gases is
the specific heat of air, 2) combustion efficiency is unity, and 3) the total heat release rate is 21.3 kW.
The result is shown in Figure 4-7 along with the simulation values. The percent difference between
the case with prefactors of (0.75, 0.5), and the Delichatsios’ formula, is about 22%. However,
agreement would be improved with lower combustion efficiency and heat release rate included in
the calculation, so the comparison shown simply illustrates that relatively good agreement with the
expected value was achieved.
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Figure 4-7. Integrated buoyancy flux in plume

Section 2.4.1 includes the mathematical definition and physical description of the entrainment rate.
In the calculation of the entrainment rate, the integration limit below the pan lip is the pan internal
diameter and above the pan, the integration radius is either the domain radius or is dictated by a
mixture fraction threshold.

A filter restricting the radius used for integration was found to be necessary for computation of the
entrainment rate. Integration over the domain radius above the pan lip resulted in a large jump in
the computed entrainment rate. This sudden increase did not accurately reflect the phenomena
occurring in the plume itself, but reflected contributions from a significant area outside of the
plume. By increasing the integration radius from the pan radius to the domain radius at the pan lip,
many small contributions to the entrainment rate were included from outside of the plume. This is
shown by the small arrows with a positive vertical component which are clearly outside of the plume
extent in Figure 4-8. Thus, the integration radius was smoothly increased to capture only plume
phenomena using a mixture fraction threshold filter in ParaView/Python, with the mixture fraction
threshold set to 1e-4. This value was found to accurately represent the plume extent and the
resulting integration domain is shown by the colored region of the representative contour plot in
Figure 4-9.
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The difference in computed entrainment rate as a result of using the mixture fraction filter is shown
in Figure 4-10. The threshold results are shown in the top plot and the results from calculations not
using a threshold are shown in the bottom plot.
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Figure 4-10. Effect of threshold filter on entrainment rate. (Top) entrainment rate computed with
the use of a threshold filter. (Bottom) entrainment rate computed without the use of a threshold
filter.
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The computed entrainment rate from simulation data was compared to engineering correlations
given in the SFPE Handbook of Fire Protection Engineering. These equations are given as Eqns.
2.16 — 2.18 in Section 2.4.1. The entrainment rate computed using the threshold is seen to provide
better agreement with the engineering relationships than that computed without the threshold,
particularly at low heights (Figure 4-11 and Figure 4-12). The simulations performed in this study
involved elevated burners (equivalent to the “without floor”” experimental results reported by
Cetegen [30]), so the simulation data are expected to be higher than the prediction given in the
equations above. However, the rapid increase in entrainment rate at the pan lip resulting from an
integral taken without the mixture fraction threshold is still believed to give an unrealistic
characterization of the entrainment rate in the plume.

0.7 . . : .
- = Eq.2.16
0.6 © Mass Flow, No Threshold a
) * Eq.217
® Mass Flow, Threshold
0.5f|—-—=Eq.2.18 5 1

m, ¢ (kgl/s)

Figure 4-11. Comparison of entrainment rate from simulation
to engineering relations
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Figure 4-12. Comparison of entrainment rate from simulation
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If the entrainment rate is calculated as the rate at which mass flow changes with height, then a
sudden increase is noticeable at the pan lip because the slope changes quickly at that height. Thus,
the mass flow rate should not change dramatically at the lip, but the rate at which the mass flow
changes with height does.

Although air does flow into the plume at a higher rate at the lip, some of the air flows over the lip
and downward, some flows strongly inward (radially), some flows up, and much circulates in eddies
just above the lip, etc. This supports the notion of an increase in slope (0Megy,/0Z) rather than a
sharp increase in value (Mgy,) at the pan lip. The plume begins entraining more air at the lip, and
that air then participates in combustion, changes in composition, circulates in eddies, rises in
temperature, and experiences buoyant acceleration along with fuel and combustion products, etc.
These phenomena contribute to a vertical mass flow rate which begins increasing substantially at the

pan lip.

Figure 4-13 shows the entrainment rate with a mixture fraction threshold applied for all prefactors
and the mass flux boundary condition. The plume entrainment rate remains low and approximately
constant in the region below the pan lip, where relatively little air is entrained. At the pan lip, the
entrainment rate begins to increase and increases steadily as the vertical velocity and plume diameter
increase.
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Figure 4-13. Entrainment rate computed as vertical mass flow rate in plume

Modifying the gas absorption coefficient and gas radiation source did not affect the entrainment rate
significantly. The percent difference between the SFPE Handbook prediction and the “best”
simulation case (prefactors of 0.75, 0.5) was 31.2%, on average from the pool surface to the mean
flame height. Extremely high values of percent difference due to low entrainment rate magnitude,
near the pool surface, were removed. The difference generally decreased with height as entrainment
rate values increased until reaching a value of 21.1% at the mean flame height. For the case with
prefactors of (0.5, 0.25), the average percent difference between the threshold data and the SFPE
Handbook prediction was 35.9%, while the percent difference at the mean flame height was 23.1%.
These comparisons show that the computed entrainment rate agreed well with the engineering
correlation, even in the case with the largest deviations from the correlation, as long as the threshold
filter was used. In contrast, excluding the threshold in the “best” case yielded values of 92.7% on
average and 44.3% at the mean flame height. It is possible that the SFPE Handbook correlations fit
data better from experiments and/or simulations in which the burner is flush with the floor. In that
case, the threshold filter may act to reduce the entrainment rates computed in this study to rates
more comparable with such a setup.
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4.1.4. Conclusions from Integrated Buoyancy Flux and Entrainment Rate
Analysis

The effect of radiation model calibration upon buoyancy was apparent in the integrated buoyancy
flux. Higher absorption coefficient and radiative source term causes higher predicted radiative losses,
lower plume temperatures, and lower buoyancy flux. The effect on entrainment rate was less
noticeable. Improved agreement in computed entrainment rate with an established engineering
correlation was obtained by incorporating a threshold filter which used the mixture fraction value to
limit the integration radius to the plume radius. This was also believed to make the values near the
pan lip more realistic by excluding contributions from outside of the plume.
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4.1.5. Coarse/Fine Comparison

In order to examine the effect of mesh resolution on the simulation results, methanol simulations
were performed using a coarse mesh and a fine mesh. Figure 4-14 shows the number of nodes and
elements in both meshes and the region in which the mesh was refined to obtain the fine mesh. In
the sections that follow, results obtained using both meshes are shown for the cases which produced
the radiant fraction in best agreement with experimental data (prefactors of 0.75, 0.5), and which
used the mass flux boundary condition. These cases correspond to rows 5 and 6 in Table 4-1.

Coarse Mesh Fine Mesh

Nodes: 3006446 Nodes: 6177500
Cells: 2363433 Cells: 4827253

I T 1 1
E’] A

it

it Local Refinement

I 0.6 m

S33ESEEis
HH

T

Figure 4-14. Coarse & fine mesh information

4.1.5.1. Centerline Plots

Refining the mesh caused the peak temperature along the centerline to decrease by roughly 50 K and
shift to a lower z-value (Figure 4-15a). This location for the peak temperature more closely matches
that given by Weckman, but the magnitude is further from the experimental values. The under-
prediction of temperature at low heights is mentioned by Hubbard et al. in more detail [3]. The
mixture fraction is shown in Figure 4-15b. Because the mixture fraction is lower for the fine mesh
above approximately 0.2 m, there appears to be more complete combustion by this height, possibly
resulting from better mixing simulated on the finer mesh.

Figure 4-15b and ¢ show that the pressure (gauge) and axial velocity are generally somewhat higher
for the fine mesh. Figure 4-15d shows Weckman experimental data as well, which appears to more
closely agree with the results from the fine mesh.
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Figure 4-15. a) Temperature, coarse & fine data with experimental values for comparison. b)
Mixture fraction. c) Pressure. d) Axial velocity, coarse & fine data with experimental values for
comparison. All values are centerline values.

The reported output variable “turbulent kinetic energy (TKE)” from the Fuego simulations was
found to be the subgrid TKE, and was significantly affected by mesh resolution. This is due to the
LES turbulent closure model used (K-sgs), in which the dissipation of TKE (D;gs) in the transport
equation for subgrid TKE depends on the cell volume as shown in Eqns. (4.1) and (4.2). The
average density is p in these equations, k9% is the subgtrid TKE, A is the grid filter length, and V is
the grid cell volume. When the grid cell volume decreases, the grid filter length decreases, which
causes the dissipation to increase and the overall source term for production and dissipation to
decrease, leading to a lower calculated subgrid TKE. Figure 20 shows that just after the refined
region in the fine mesh, the subgrid TKE jumps to higher values before approaching the coarse
mesh results.
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Though the effect of the mesh refinement on the subgrid TKE was significant, the effect on the
total TKE was much less so. The effect of the subgrid TKE on the total TKE for the fine mesh was
shown by computing the resolved TKE and the total TKE using Eqn. (4.3) and comparing the
results to Weckman experimental data. Figure 4-17 shows that adding the subgrid TKE to the
resolved TKE results in a small increase so that a significant relative discrepancy in TKE due to

mesh resolution may be considered negligible.

Total TKE =%((u VY + (V) +(w') )+Subgrid TKE
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4.1.5.2. Integral Quantity Plots

In addition to analyzing several common quantities along the domain centerline to compare results
from the coarse and fine meshes, integral quantities were plotted against each other. The radiant
fraction (Figure 4-18) is higher for the fine mesh, but by less than 5% at its asymptotic value near
Zz = 0.6 m. This indicates that refining the mesh was unnecessary for improvement of the radiant
fraction prediction.
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Figure 4-18. Radiant fraction, coarse/fine comparison
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The entrainment rate is similar for both meshes, as shown in Figure 4-19. The integrated buoyancy
flux, also shown in Figure 4-19, is similar for both meshes at low heights, but is higher for the coarse
mesh above z = 0.18 m. Comparing Figure 4-19 to the plots in the previous section, the coarse
mesh resulted in higher temperature, lower density, and higher axial velocity in general, so the higher
buoyancy flux is expected.
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Figure 4-19. Entrainment rate (left) and integrated buoyancy flux (right) for coarse and fine
meshes

In Table 4-2, the integrated radiative flux at the pool surface is given for both meshes. Refining the
mesh caused a change of approximately 5% in the integrated radiative flux, indicating that mesh
refinement was unnecessary for improving the prediction of this quantity. As noted by Hubbard [3],
the experimental value is 1.08 kW x 0.39 kW, so both mesh resolutions yielded results within
experimental uncertainty.

Table 4-2. Integrated radiative fluxes for coarse and fine meshes

Integrated Radiative Flux
Mesh (W) Error = (S-D)/D*100%
Coarse -810 25.0
Fine -770 28.7
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4.1.6. Conclusions from Coarse/Fine Mesh Comparison

Refining the mesh improved predictions of temperature and axial velocity and had a noticeable
effect on several additional quantities. The subgrid turbulent kinetic energy clearly reflected the
change in cell size in the refined region, as expected, but the overall TKE was not significantly lower
in the finer mesh. Integrated radiative heat flux at the pool surface and radiant fraction values were
within 5% difference, and thus mesh refinement was concluded to be unnecessary.
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4.1.7.  Flame Height

In pool fires, pan diameter is an important parameter. A distinguishing geometric feature of the
resulting flame is the flame height. Typically, the flame height is reported as the height to which the
visible flame extends. Engineering correlations exist for the estimation of flame height [28]. When
flame height is reported from experiments, it is often taken as the height at which the intermittency
1s 50% [28]. Intermittency is defined as the fraction of time for which a point in space at a certain
elevation contains part of the flame. In this study, we analyzed how to define when the flame is
“contained” in a computational cell.

In the following sections, both methods are examined, with the primary conclusion from the use of
the engineering correlation being that the correct mass flux must be predicted at the pool surface
from the simulation in order to accurately predict the flame height. In Section 4.1.7.2, it is shown
that multiple parameters may be chosen as threshold variables to calculate intermittency. However,
the predicted flame height is sensitive to the parameter used to threshold the data and calculate
intermittency.

4.1.71. Engineering Correlation

The mean flame height was estimated using the engineering correlation described in Section 2.4.3. In
Figure 4-20, the estimated flame height from the engineering correlation is shown for each case, and
Table 4-3 gives the identifying information for each case shown in the figure. This correlation gives
an accurate prediction of the flame height when the fuel mass flux is either specified or predicted
close to the experimentally reported value. However, at lower mass fluxes (Cases 5, 7, and 8), the
correlation under-predicts the flame height considerably. Thus, the importance of correctly
determining the mass flux at the pool surface is shown if engineering correlations are used.

Flame Height
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0.
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0
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Figure 4-20. Flame height from engineering correlation
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Table 4-3. Case identification for flame height plot

Case Number [Boundary Condition Prefactors

1 Mass flux 0.5, 0.25
2 Mass flux 1,1
3 Mass flux 0.75, 0.5
4 Mass flux 0.7,0.4
5 Pool 0.5, 0.25
6 Pool 1,1
7 Pool 0.75, 0.5
8 Pool 0.7,0.4
9 Mass flux* N/A
10 Poolf 0.7, 0.4

*Spectral radiation model

[Uniformly refined mesh

4.1.7.2. Sensitivity Study Using Intermittency Definition

Flame height from experiments is often calculated using an intermittency definition. Here, the flame
height was computed from simulation data using this definition as well. This was done for more
direct comparison to experimental data.

Experimentally reported values are often computed using image analysis on a time series of images,
ot a video of the flame over time. The flame height is based on the height which corresponds to a
pixel location at which 50% intermittency occurs. To compute the flame height using simulation
data and the intermittency definition, a time-series of data was examined at several heights above
and below the experimentally reported flame height. At each of these points, the median
temperature (the temperature which is surpassed 50% of the time) at each height was compared to a
threshold temperature. The median temperature was used rather than the time-averaged temperature
because 1) the median is a better representation of 50% intermittency and 2) the time-average was
shown to be biased higher than the median due to large-magnitude fluctuations occurring more
frequently above the average than below. When the threshold temperature and median temperature
at a given height were in sufficient agreement (5-10%), that height could be taken as the flame
height. However, since this method relied on having previous knowledge of the expected flame
height, a sensitivity study was done investigating how the predicted flame height varied based on the
threshold value chosen for temperature. This analysis was then repeated using the mixture fraction
as the threshold variable. Baumgart et al. used the carbon fraction (mixture fraction + soot mass
fraction) as a threshold variable for sooting flames [26]. The dataset used for this analysis is the mass
flux BC case with prefactors of 0.75, 0.5 (Row 6 in Table 4-1).
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A time-series of data was analyzed for each height to determine the minimum timespan which
yielded acceptable accuracy. The median temperatures at several heights were computed using five
timespans of varying length. Figure 4-21 shows the computed median temperature for these
timespans. Figure 4-22 shows the percent difference relative to the 10 second dataset for each of the
timespans. The 5 second timespan showed good agreement with the 10 second dataset and was
selected as the timespan for analysis.
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Figure 4-21. Median temperature for multiple time ranges
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In Figure 4-23, the calculated flame height predicted using the intermittency definition is shown for
several threshold temperature values. The temperature values were centered around the expected
flame height from the engineering correlation as shown in Figure 4-20. This value is slightly below
the experimentally expected value but corresponds to the lower mass fluxes seen in the simulation
data. The deviation from the expected flame height was significant for both temperature (Figure 27)
and mixture fraction (Figure 4-24). The sensitivity of the predicted flame height is summarized

below.

e Expected flame height is 0.5 m (see Figure 4-20)

e Mixture fraction at expected flame height: 0.015; Temperature at expected flame height:
524.24 K

e Varying the mixture fraction threshold by +0.005 (28.6%) causes an underprediction of
13.8%

e Varying the mixture fraction threshold by -0.005 (40%) causes an overprediction of 25.5%

e Varying the temperature threshold by +75.76 K (13.5%) causes an underprediction of 13.1%

e Varying the temperature threshold by -74.24 K (15.2%) causes an overprediction of 28.5%

e Variation is higher for lower threshold values of both variables
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The relative sensitivity of the calculated flame height to the threshold variable chosen was computed
on the low and high side of the expected variable. This relative sensitivity was quantified by a ratio
defined here as the “Ratio of Percent Differences” (RPD). An example calculation using the mixture
fraction as the threshold variable and considering deviations below the expected value is given in
Eqn. (4.4). Table 4-4 shows all results. This ratio was found to be higher for deviations on the low
side of the expected value, showing greater sensitivity for such deviations. The ratio is also higher
for temperature than mixture fraction, indicating less sensitivity in the computed flame height when
mixture fraction is used as the threshold variable. This conclusion is only valid when changes to the
threshold variable are considered in terms of relative magnitude, since mixture fraction is much
lower than temperature.

0
_255% o

,Mixture Fraction ~ 400% ~

RPD, (4.4)

Table 4-4. Ratios of percent differences.
Shows relative sensitivity of flame height to threshold variable.

RPDy RPD,;
Mixture Fraction 0.5 0.6
Temperature 1.0 1.9

4.1.7.3. Conclusions from Flame Height Analysis

Flame height was computed using a common engineering correlation. The results showed good
agreement with experimental data when the correct fuel mass flux at the pool surface was predicted
or prescribed. An intermittency definition of flame height was also used to compute the mean flame
height. Both temperature and mixture fraction were used as threshold variables to define
intermittency. Flame height computed from the intermittency definition showed significant
sensitivity to the value of the threshold variable. The sensitivity was shown to be lower for the
mixture fraction and when the threshold value is guessed higher, instead of lower, than the true
median value.
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4.2, Heptane

The second type of fuel analyzed in this report was heptane, chosen because it is a sooting fuel and
provides another good validation case. A 0.3-m diameter heptane pool fire was modeled and
simulated using STERRA /Fuego & Nalu, with the same modeling scheme as was used for methanol,
but with the inclusion of a soot model. The presence of soot was expected to significantly affect
radiative heat transfer, but not dominate it as in more heavily-sooting fires. Choi et al. [35] stated
that for a 10-cm diameter heptane pool fire, 60% of the radiative heat feedback to the pool surface
was due to soot. This is lower than the approximately 90% due to soot for a similarly-sized toluene
fire [36, 37]. Soot evolution was taken into account in the flamelet library used in this study and the
resulting soot mass fraction, soot absorption coefficient, and soot radiative source term modified the
inputs to the radiation model. The flamelet library was developed for use with heptane, and had a
heptane boiling point boundary condition (temperature = 371.6 K). The gray-gas model parameters
(Ug,g, €g) were not modified (i.e. equivalent prefactors were (1, 1)) as in the methanol simulations
due to the assumption that soot components would be dominant.

In Section 4.2.1, the quantities which exist in the radiation model for both sooting and non-sooting
fires are shown for heptane and methanol. Thus, the effect of the fuel type and of the presence of
soot can be seen. The methanol case used for comparison has prefactors of (0.75, 0.5) shown in
Row 6 of Table 4-1. Both the heptane and methanol simulations used 0.3-m diameter pans, with the
pool surface elevated from the floor by 0.25 m. The fuel mass flux was prescribed as 0.015 kg/m*s
at the surface.

Additional quantities describing the fire physics and soot evolution were computed for the heptane
fire, and are shown in Section 4.2.2. The geometry used in the simulations described in the following
sections is identical to that of the methanol simulations of Section 4.1. Heptane simulations were
performed on the coarse mesh only. Quantities which were also computed for methanol are plotted
for both fuels for comparison. It should be noted that the methanol results are from simulations on
the fine mesh.

4.2.1. Radiation Model Analysis

The soot number of moles per mass, or number per mass mixture (N) is shown along with the soot
mass fraction (M) in Figure 4-25. The effect of oxidation is seen in the soot mass fraction by the
drop after the maximum at Z = 0.4 m, where physically, oxidation consumes the soot particles more
strongly. The soot mass fraction appears to be significantly lower than the experimentally expected
value, which is O(107) [21, 35].

The soot model used is that developed by Aksit and Moss [33], which uses acetylene as the
precursor. Soot formation mechanisms may need to be adjusted for heptane in the current model
given the difference between simulation and experimental soot mass fraction.
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Figure 4-25. Soot number per mass mixture (N) and soot mass fraction (M) for heptane. Values are
along centerline.

In Figure 4-206a, the absorption coefficient is shown for heptane and methanol. The absorption
coefficient is greater for heptane for all heights shown, but the effect of soot on the absorption
coefficient is very small. Heptane is not a heavily-sooting fuel [35], and thus, soot is not expected to
dominate radiative heat transfer in heptane flames. However, the effect of soot is likely
underpredicted in this study based on the soot mass fraction. Because the radiant fraction is still near
experimentally reported values, the effect of the gas phase on radiative heat transfer may be
overpredicted and the soot contribution under-predicted. The two may offset each other. This may
be partially due to the use of the initial steady state fuel mass flux boundary condition rather than the
bulk boiling period boundary condition. A similar statement may be made for the radiative source
term (Figure 4-26b). The radiative intensity is higher for heptane as a result of the higher radiative
source term, and this is reflected in a higher radiative flux (Figure 4-26¢) and scalar flux (Figure
4-26d). However, the radiative flux is higher over a region (approximately 0.18 < z < 0.35) for
methanol.

53



"
2 - M
.. 60 ”
e - ~ t
1.5 k“‘«._. g L \
ieu i R e ; 40 ¥ = -
1 O e = *1“1 5-- ;‘ ! \'\l
| ] , -,
. .
0.54 201/ 1
| . g
0+ ‘ - {]‘ L s s o
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Z(m) Z (m)
> Methanol " o Methanol
* Heptane, Gas Abs. Coeff. * Heptane, rad_source
* Heptane, Total Abs. Coeff * Heptane, gas_rad_source
C) 15 | d) 60
4 S S
e 50/ !" e,
! 1y by
e 10 h S -y .- o 40 | , " . -
-E- \ " o ‘--_Lg"r. I\_.. g L3 “-.\
J._'1,- S -__' 30 .
o 5| = (M 20|
H y . - 10 | i |
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Z (m) Z (m)
| © Methanol | © Methanol
* Heptane * Heptane

Figure 4-26. Time-averaged, centerline plots of radiation model quantities. a) Absorption
coefficient for methanol and heptane. b) Radiative source term for Boltzmann Radiative Transport

Equation. c) Vector magnitude of radiative flux. d) Scalar flux.

Below about 0.3 m, the enthalpy sink term is higher for the methanol data (Figure 4-27), but the
effect of the absorption coefficient is to make the dq/dx term higher for heptane for all heights.
Because the radiative sink term in the enthalpy equation is higher for heptane, the enthalpy deficit is
expected to be greater for heptane. This greater enthalpy deficit reflects larger radiative losses.
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Figure 4-28 shows that the integrated enthalpy deficit flux is significantly larger for heptane, as
expected from the larger enthalpy sink term. The integrated mixture fraction flux is similar for both
fuels.

- -t 1.4
15 | ’.._.-t"'... 1 A
- .___.r’r 1.2 _g“"’*"‘“‘.‘ﬁ::.e-ot'-s'-ﬁ-ﬁ_ e—0—0—9 9 6 6e—6—6—0—9
S -~ g
£ - 1f
21 oz
= o Sos
= S h
2 s A eeveeeosoo, | 0.6
= C T
: o’
o= ‘_‘2‘_.,_/'3‘ u 4
0dﬂm : : - : : 0.2 ‘ - : - :
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
Z(m) Z(m)
' o Methanol ' o Methanol|
| * Heptane | * Heptane |
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Despite the integrated enthalpy deficit flux being significantly larger for heptane, the radiant fraction
is comparable for the two fuels. This is largely due to the higher heat of combustion of heptane
(44.4 MJ /kg vs 19.9 MJ /kg). The radiant fraction is higher for methanol below z = 0.65 m,
indicating that radiative losses play a larger relative role in the heat loss of the methanol fire at these
heights. This result is surprising due to the presence of soot in heptane and its absence in methanol.
However, because the soot contributions to radiative losses in the heptane simulations were
underpredicted, this phenomenon may not be real.

Experimental data for a heptane fire with a similar fuel mass flux gives the radiant fraction as
approximately 0.25 [106], vs. the methanol value of 0.22. These values correspond to a height of
z = (0.8 m in Figure 4-29.

It should be noted that the fuel mass flux used as a boundary condition in the heptane simulations
was the same as that used in the methanol simulations (0.015 kg/m?®-s), and corresponds to an initial
steady state condition for such a heptane fire rather than a bulk boiling condition.
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Figure 4-29. Radiant fraction, methanol/heptane comparison. Values are integral values at each
height.
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4.2.2. Integral Quantities

Several quantities were identified as quantities of interest for heptane, including the radiative source
term for the BRTE, radiative heat flux, soot mass fraction, integrated enthalpy deficit flux, and
radiant fraction shown in the previous section.

Additional quantities of interest not directly included in the radiation model analysis include the
entrainment rate, integrated buoyancy flux, and soot fraction, and these quantities are shown below.
Figure 4-30 shows that the centerline temperature for both fuels is similar or higher for methanol
below z = 0.2 m, and is then much higher for heptane. This contributes to a significantly higher
integrated buoyancy flux above this height for heptane.
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Figure 4-30. Centerline temperature (left) and integrated buoyancy flux (right)

The entrainment rate is defined and explained in Section 2.4.1 and is shown in Figure 4-31. This
quantity is similar for the two fuels up to z = 0.3 m and higher for heptane afterward. Generally
increased temperature in the heptane plume causes generally higher buoyant acceleration, which
drives the entrainment of more air into the plume. However, the temperatures are lower in the
heptane plume below z = 0.2 m , and this is reflected in the integrated buoyancy flux and in the
entrainment rate.
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Integrated soot mass flux is defined in Equation (4.5) and shown in Figure 4-32. The soot mass flux
is a cross-flame area integral of the soot advection terms and describes the vertical mass flow rate of
soot in the flame. It follows a similar trend to the soot fraction, defined in Equation (4.6) and shown
in Figure 4-32. The soot fraction is an integral measure of the soot content in the flame and
describes the ratio of the soot mass flux to fuel mass flux in the flame [26].
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Figure 4-32. Integrated soot mass flux (left) and soot fraction (right)

In Table 4-5, the integrated radiative flux at the pool surface is shown for both fuels. The radiative
flux to the surface is higher for heptane, as expected from the higher radiant fraction and other
radiation model parameters examined above. An integral of the data in [10] using the trapezoidal rule
yields a value of around 1.1 kW. The fuel mass flow rate in this experiment was significantly higher
than that of the simulation, and the uncertainty in the measurements is likely high (see Section 4.2.1)
[10]. Thus, the simulation result is thought to show sufficient agreement. However, it may be
possible that gas radiation is over-predicted, and soot radiation is under-predicted. The level to
which each contribution may be inaccurate needs additional study.

Table 4-5. Integrated radiative flux for methanol and heptane

Mesh Integrated Radiative Flux (W)
Methanol =770
Heptane -875
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4.2.3. Conclusions from Heptane Analysis

A flamelet library was developed for use in the modeling of a 0.3-m diameter heptane pool fire using
SIERRA /Fuego and Nalu. Both the heptane and methanol simulations used the same prescribed
mass flux boundary condition, which corresponded to an initial steady state for heptane rather than
the bulk boiling condition. The contributions of soot to radiative heat transfer were not expected to
be dominant for heptane since it is not a heavily-sooting fuel. Soot mass fractions, for single points
in space, were several orders of magnitude lower than experimental data. More work is needed to
understand if experimental values represent more of a volume average than a temporally averaged
point measurement. Soot contributions to the absorption coefficient and radiative source term were
insignificant, compared to gas contributions, which may be due to the underprediction of soot
content in the flame. However, the radiant fraction resulting from the simulations agreed with
experimentally reported values within about 10%. It is possible that gas contributions were over-
predicted and soot contributions were under-predicted, and that the two effects offset each other to
some degree. More work is needed to quantify the relative contributions of gas and soot radiation in
heptane fires.
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5. CONCLUSIONS

Medium-scale hydrocarbon pool fires were simulated using Sandia National Laboratories’
SIERRA/Fuego low-Mach number reacting flow code for validation purposes. Fuels simulated
included methanol (non-sooting) and heptane (sooting). The radiation model in the coupled
Fuego/Nalu simulations was analyzed in depth and the dependence of model outputs on model
inputs was examined. Additional quantities describing plume physics were computed and analyzed.

A detailed analysis of the radiation model was performed which gave insight into the relationship
between radiation model quantities and the effect of the absorption coefficient and radiative source
terms on other quantities. The resulting mechanistic understanding of the model improved the
quality and detail of feedback to the simulating engineer regarding the effects of model parameters.
Radiative intensity, scalar flux, and the radiative enthalpy sink term increased with increasing
absorption and radiative source term magnitude. Consequently, radiant fraction increased.

The radiation model used a gray-gas assumption and overpredicted the radiant fraction with default
parameters. Successful calibration of the model was achieved by modifying gray-gas model
parameters such that the experimentally reported radiant fraction was predicted.

The effect of radiative losses on buoyancy was illustrated by the integrated buoyancy flux. This
quantity decreased with increased radiative losses. Entrainment in the plume was quantified by the
mass entrainment rate. A threshold limiting the integration radius improved agreement of this
quantity with an engineering correlation given in the SFPE Handbook of Fire Protection
Engineering [28].

Methanol simulations included multiple boundary condition types and two levels of mesh
refinement. The finer mesh resulted in improved predictions of most quantities, but did not
significantly improve predictions of radiative heat flux or radiant fraction.

Flame height was computed using an engineering correlation and the correct prediction or
specification of fuel mass flux was shown to be important for accurate predictions of flame height
with this correlation. Flame height was also calculated using an intermittency definition. A sensitivity
study describing the sensitivity of computed flame height to the value of the threshold variable was
performed.

The radiation model was examined for heptane using results from a heptane flamelet library.
Corresponding cases of methanol and heptane simulation data were compared to examine the effect
of soot and of increased gas phase radiation properties on the radiative heat transfer in the flame.
Soot levels were thought to be significantly underpredicted, indicating potential for further
development of soot formation mechanisms in the model used. Gas phase contributions to radiative
heat transfer were likely overpredicted.
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APPENDIX A. METHANOL INTEGRAL QOI PLOTS - ALL CASES

AA. Radiant Fraction, Integrated Buoyancy Flux, and Entrainment Rate, All
Methanol Simulation Cases
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Figure 5-1. Radiant fraction, methanol, both BCs
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Figure 5-2. Integrated buoyancy flow, methanol, both BCs

65



(kals)

ent

0.15

0.1

0.05

o K X N
//gﬁ-&/ - ./ ]
//6’/41;'/’// -7
/e = /// ///'
e/ o Y s
e ’/é 4//”
,Q - &/"
8% 175 44
~ - -
=,
9, %
Jo s 3 i
&
¢ 3
~

7~
¥
1 1 1 1 1
0.1 0.2 0.3 0.4 0.5

Z(m)

Grey gas, gas abs x 0.5, gas src x 0.25, mass flux bc, fine
Grey gas, gas abs x 1, gas src x 1, mass flux bc, fine
Grey gas, gas abs x 0.75, gas src 0.5, mass flux bc, fine
Grey gas, gas abs x 0.7, gas src 0.4, mass flux bc, fine
Grey gas, gas abs x 0.5, gas src 0.25, poolbc, fine

Grey gas, gas abs x 1, gas src 1, poolbc, fine

Grey gas, gas abs x 0.75, gas src 0.5, poolbc, fine

Grey gas, gas abs x 0.7, gas src 0.4, poolbc, fine

o m@® %< 00

Figure 5-3. Entrainment rate, methanol, both BCs
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