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Potentials For Data-driven oo
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From: Improving HPC Productivity Through Monitoring,
Analysis, and Feedback SNL PESP 2019



Characterizing Network Congestion
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Plays at 10 real minutes per second

Analysis from NCSA’s Blue Waters, Lightweight Distributed Metric
Service: A Scalable Infrastructure for Continuous Monitoring of Large
Scale Computing Systems and Applications SC14

Automated Characterization of “Congestion
Clouds” In Cray Gemini Networks
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Long duration congestion clouds (direction independent)
(NCSA Blue Waters)

From Measuring Congestion in High Performance Data Center
Interconnects NDSI20



System Assessment Drives Application Response
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From Demonstrating Improved Application Performance Using Dynamic
Monitoring and Task Mapping HPCMASPA2014



System Assessment Drives System Software Response

* ML-based characterizations of applications as bandwidth-intensive or
latency-sensitive

* Dynamic detection of congestion and resource-targeted injection
throttling to ensure overall workload throughput

From Application-aware Congestion Mitigation for High-Performance
Computing Systems in submission



Human in the loop

Actionable Data Analytics
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Visualization Portal for Admins and Users

e System Status e.g., center-wide filesystem performance, high memory usage jobs on a
system

* Goal: Extend to application progress/performance overlaid on system performance
measures
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Partially From: HPC System Data Pipeline to Enable Meaningful
Insights through Analytic-Driven Visualizations HPCMASPA2020



Applications Can Facilitate Data-driven Computing
Efficiency Improvements!

* Can we get at submission time which runs should be comparable?
* Build normal profiles and detect abnormal progress

* Use learned resource-utilization information for co-scheduling decisions

* What can you expose in a run-time data stream to indicate performance and
throughput? To assess performance sensitivity?

e Performance counters? Call stack? Science variables?

* What would be meaningful representations of performance-impacting conditions?

* Full network topology would be too complex
e Can your application be responsive to feedback (e.g., rebalancing, migrating)?

* Long-running dialog with applications team to understand and diagnose issues (e.g.,
“slow nodes”).



