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ABSTRACT

Waveform modeling is crucial to improving our understanding of observed seismograms.
Forward simulation of wavefields provides quantitative methods of testing interactions
between complicated source functions and the propagation medium. Here, we discuss three
experiments designed to improve understanding of high frequency seismic wave propagation.
First, we compare observed and predicted travel times of crustal phases for a set of real
observed earthquakes with calculations and synthetic seismograms. Second, we estimate the
frequency content of a series of nearly co-located earthquakes of varying magnitude for which
we have a relatively well-known 1D velocity model. Third, we apply stochastic perturbations
on top of a 3D tomographic model and qualitatively assess how those variations map to
differences in the seismograms. While different in scope and aim, these three vignettes
illustrate the current state of crustal scale waveform modeling and the potential for future
studies to better constrain the structure of the crust.



This page left blank.



CONTENTS

1o IOEEOAUCHION oottt 8
2. Empirical Comparison of Crustal Travel TImMes......ccooviiuiiieininiciiiiiiiciieceeeeccenecenns 10
3. Frequency content of M2-5 earthquakes in Oklahoma..........ccocccuviiiiviicininiiincincce 15
4. Effects of StOChaStic SCALLEIING......c.cviiiiriiiiiiiiiice s sens 22
5. CONCIUSIONS ..ttt 27

LIST OF FIGURES

Figure 2-1: Observed and calculated travel times for a subset of stations and events from the
UUSS catalog. Generally, travel times estimated by the two prediction methods, TauP and
RSTT, overlap with the observed forming a linear trend of arrival time increasing with

QISTATICE. 1eiuveiereeeieeeeet ettt ettt et et eeateea e st e st esatesaesabesasesatensesasesssesstesssenseessesssesssensesnsesasesssenssonsesssesssenseon 10
Figure 2-2: Histograms of residuals between the travel-time prediction and UUSS observations
with mean and 1 standard deviation indicated in the upper left. .......cccocviiiiiiiiniiiniiiiciae, 11

Figure 2-3: Histograms of residuals between the travel time hand measured on a set of synthetics
calculated with a 2D finite difference algorithm and the predicted arrival times from RSTT
and TauP with AK135. Mean and 1 standard deviation indicated in the upper left.........c.cc....... 11
Figure 2-4: Distributions of residuals between hand-picked arrival times on synthetic
seismograms for a model based on AK135 (left column), CRUST1.0 (center column), and
local earthquake tomography (right column) against predictions from RSTT (top row), TauP
with AK135 (center row), and UUSS observations (bottom row). Mean and 1 standard
deviation indicated for each distribution in the upper fight. ......ccccoeuviiiiiiniiiiniiinicicrcn, 13
Figure 3-1: Location maps of the 4 events analyzed here. Yellow triangles indicate broadband
seismic stations and red stars indicate the source location. Origin time is given at the bottom
of each panel. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.0.....cccceuriviiviniiiiiniiciiiicsiceenne 16
Figure 3-2: Transverse component record sections for the 4 events in Oklahoma. Data has been
filtered with hand-tuned passbands to highlight the signal and then denoised with soft
thresholding (Langston and Mousavi, 2019). Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d)

IMIS.00 ettt 17
Figure 3-3: Normalized wavelet amplitude spectra for the entire waveforms starting at the origin

time with a duration of 10 minutes. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6............... 18
Figure 3-4: Normalized wavelet amplitude spectra for S, arrival following wavelet time-scale

gating about the observed arrival. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6. ................. 19
Figure 3-5: Normalized wavelet amplitude spectra for Love wave following wavelet time-scale

gating about the observed signal. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6. .................. 20

Figure 4-1: Cross-sections of P wave wavespeed with increasing amplitude of stochastic
perturbations. Scale Fac indicates the scale factor used to scale amplitudes while shapes are
generated with a constant random SEEd. ........couviiiiiiiiiiniiiiiiii e 23

Figure 4-2: Effect on vertical component waveforms as perturbation amplitude increases as per
Fig. 4-1. Scale factor is labeled on the left as SF. Panels (a) and (b) are for explosion source
and double couple source, respectively. P and S arrivals are labeled. All waveforms are for the
same source-receiver path. Horizontal distance between source and receiver is 45 km and the
source depth is 1 km. Time window is from 7 seconds after the origin to 20 seconds after the
03 4T o TR 24



Figure 4-3: Close up of overlain traces with varying scale factor from Fig. 4-2, cut to highlight
specific phases. Different colored waveforms indicate different scale factors. Rayleigh surface
wave is late artiving with group velocities between 2.3 and 2.8 km/s. Panel (a) is for an
explosion source focused on the P arrival and coda. Panel (b) is the S arrival, S coda, and
Rayleigh wave for an explosion source. Panel (c) is a double-couple source P wave and P
coda (scaled up 4x relative to other panels). Panel (d) is S arrival, S coda, and Rayleigh wave

for a dOUDBLE-COUPLE SOULCE. ..o 25
Figure 4-4: Variation in the peak-to-peak amplitudes of the waveforms in figures 4-2 and 4-3 for
(a) the explosion source and (b) for the double-couple SOULCE. ..o 26



ACRONYMS AND DEFINITIONS

Abbreviation Definition

P Compressional

S Shear

1D One-dimensional

2D Two-dimensional

2.5D A 2D model that gives a 3D perspective

3D Three-dimensional

Py A compressional seismic wave which bottoms in the middle-crust
A compressional seismic wave which is refracted along the crust-mantle

Pn interface

UUSS University of Utah Seismograph Stations

Moho Seismic crust-mantle boundary or Mohorovici¢ Discontinuity

km Kilometers

km/s Kilometers per second

RSTT Regional Seismic Travel Time 2.5D model

CWT Continuous Wavelet Transform

M Earthquake Magnitude (type agnostic)

Hz Hertz
A compressional seismic wave which is refracted along the crust-mantle

Sh interface

Vp Compressional wavespeed of a medium




1. INTRODUCTION

The propagation of seismic waves through the crust can vary significantly due to the
heterogeneous structure of the shallow subsurface. This variation can lead to major challenges when
trying to understand small seismic events recorded at local to near regional scales, where only high
frequency body waves can be readily observed. Analysts are trained to pick first-break compression
(P) wave arrivals or distinctive shear (S) wave arrivals and these arrival times can be inverted to
determine the location of a seismic event. However, this inversion process is dependent on the
algorithm used to infer the ray path through the crust and the wavespeed structure of the crust. As
the ray path is dependent on the structure of the propagation medium and the source location is
dependent on the ray path, the inversion can quickly become a non-linear problem. The non-
linearity of the problem can lead to the use of simplifying assumptions, such as using one-
dimensional (1D) wavespeed structure for the ray path and travel time predictions, or different
approaches to the problem, such as back-projection. However, well-calibrated three-dimensional
(3D) wavespeed models and wave propagation models should provide more accurate earthquake
locations.

One way to address the improvement of analysis methods is through the application of
synthetic wavefield methods. These tools propagate a known seismic source through a known
structure and therefore facilitate analysis of synthetic waveforms based on known propagation
parameters. However, these methods are most effective at low frequencies, where small-scale
structural heterogeneities can be aggregated into a smooth, long-wavelength structure. Therefore,
the current frontier is assessing the efficacy of these methods at high frequencies relevant to the
local to near-regional scale (e.g., Olsen et al., 2018; Takemura et al., 2020). These assessments
typically focus on the characteristics of the waveforms, but another useful approach is to assess
parameters and measurements which can be derived from waveforms, such as P wave arrival times.
Furthermore, estimating P wave arrival times from synthetic waveforms can provide a qualitative
understanding of how observed arrival times map to subsurface structure.

The mapping of travel time observations to wavespeed structure is typically done through a
tomographic inversion. At the scale of the crust, tomographic inversion is often done with local
earthquake tomography in regions with significant natural seismicity (i.e., active fault zones or
volcanoes) and can achieve resolution on the scale of ~5 km x 5 km x 5 km (e.g., Thurber, 1992;
Lanza et al., 2020 and references therein). Due to the non-linearity discussed above, inversion is
often done in conjunction with earthquake relocation (e.g., Zhang and Thurber, 2003). This joint
source and structure inversion can be iterated with updated ray paths to produce a better fit to the
observed data, but it remains to be quantified how well these models can predict future observations
at the crustal scale due to the significant structural heterogeneity.

In this report, we seek to assess the variability of crust and uppermost mantle P wave phases
(i.e., Py and Py) observed at the local to near-regional scale. In the first section, we extend an analysis
performed by Rowe et al. (2009), which assessed travel time variability for mantle phases, to crustal
scale phases. Using a dataset of events with manual picks from analysts at the University of Utah
Seismograph Stations (UUSS) and tools to compute expected arrival times as well as tools to
compute synthetic seismograms, we quantify the accuracy (mean residual) and precision (standard
deviation of residuals) of travel time predictions. In the second section, we quantify the frequency
content of body waves and surface waves for a mainshock-aftershock sequence of earthquakes in
Oklahoma. In our previous report, we were able to replicate seismograms from the mainshock at
periods of a few tens of seconds, but higher frequency waveform fits for smaller magnitude events
has proven challenging and we expect this is due to their frequency content. In the third section, we



explore the effects of stochastic scattering on synthetic waveforms. Recent work by Olsen et al.
(2018) has shown promise at replicating the amplitude of seismograms for an underground nuclear
test by incorporating high frequency crustal attenuation and stochastic scattering, but a more
detailed exploration of the parameter space is required. Taken together, this report summarizes some
of the primary strengths of waveform modeling and helps motivate future directions that can be
taken to improve our modeling results.



2. EMPIRICAL COMPARISON OF CRUSTAL TRAVEL TIMES

In this analysis, we focus on a set of ~30 events in Utah recorded by the UUSS with phase
arrivals determined by their analysts. These events are located with one of three regional 1D
wavespeed models depending on the initial location (https://quake.utah.edu/earthquake-
information-products/earthquake-catalogs/catalog-details /computation-of-uuss-earthquake-
locations-1981-present; accessed 09/02/2021). These models all contain a low wavespeed zone in
the upper ~1 km while most of the wavespeed within the crust is ~6 km/s. This model is similar to
the AK135 model (Kennett et al., 1995) which has a wavespeed of 5.8 km/s in the upper 20 km and
a wavespeed of 6.5 km/s below that to the crust-mantle boundary (Moho) at 35 km. No action was
taken to separate events by source (quarry blast vs. earthquake or focal mechanism) and
uncertainties were not considered. Therefore, this is not a set of ground-truth events. Nonetheless,
we treat them as the standard to compare against while noting their methodological dependence on
a model similar to AK135.

In the first case, we consider the difference between the observed travel times and those
calculated with TauP (Buland and Chapman, 1983; Crotwell et al., 1999) using the AK135 model
and the Regional Seismic Travel Time model (RSTT; Myers et al., 2010; Begnaud et al., 2020) which
uses a pseudo-raybending method through a 2.5D tomographic crustal P and P, model. Figure 2-1
shows observed and calculated arrival times as a function of distance. The obsetrvations and two
predictions appear to agree well at this visual scale.
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Figure 2-1: Observed and calculated travel times for a subset of stations and events from the
UUSS catalog. Generally, travel times estimated by the two prediction methods, TauP and RSTT,
overlap with the observed forming a linear trend of arrival time increasing with distance.

Considering the residual between the analyst determined arrival times and the predicted
times removes the linear trend of arrival time increasing with distance. Figure 2-2 shows the
distributions of the residuals and summary statistics. In both cases, the histograms show a negative
skew with longer tails towards negative (prediction earlier than observed) residuals. While the
standard deviations of these two distributions are about the same (0.40 for TauP vs. 0.48 for RSTT),
the mean residual is about three times higher for RSTT (0.10 vs. 0.32). The simplest explanation for
this observation is that the events are located by analysts at UUSS with a model similar to AK135
whereas the wavespeed model component of RSTT was developed independently through a
tomographic inversion. Therefore, the travel time prediction used in the location process by UUSS is
optimized to a wavespeed model similar to AK135. It is further worth noting that the mean residual
for the RSTT prediction of 0.32 seconds is similar to the mean mantle P phase residuals of 0.38 and
0.34 seconds observed in Rowe et al. (2009) for predictions based on AK135 with and without
CRUST2.0 (Laske et al., 2001) for ground-truth events.
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Figure 2-2: Histograms of residuals between the travel-time prediction and UUSS observations
with mean and 1 standard deviation indicated in the upper left.

We can increase our dataset beyond the analyst picks by using synthetic seismograms. We
apply a 2D finite differences algorithm (Vidale, et al., 1985; Li et al., 2014) to replicate the 30 Utah
events based on three different wavespeed structures: AK135, CRUST 1.0 (Laske et al., 2013), and a
local earthquake tomography model for Utah (Preston and Hoots, Personal Communication). We
then hand-picked arrival times on those synthetics to generate an expanded synthetic dataset which
contains information about both the expected travel times through a variety of models as well as
uncertainties that can be expected from hand-picking. The distributions of residuals shown in Figure
2-3 indicate that the hand-picked arrivals on the AK135 synthetics are biased by -0.05 seconds with
a standard deviation of 0.05 seconds relative to the TauP calculation. While other analysts with
different picking tools may be able to achieve more accurate or precise measurements, this
represents a reasonable baseline for what manual measurements can achieve when subject to
complications such as emergent signals, background noise, and cycle skipping. We also note in
Figure 2-3 that the mean residual for RSTT has decreased by 0.08 seconds relative to the residuals
with UUSS analyst picks. As this value is close to the mean residual for AK135 as seen in Figure 2-2,
we suspect this reflects the effect of the different wavespeed models (i.e., 1D AK135 vs. the
tomographic 2.5D model of RSTT).
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Figure 2-3: Histograms of residuals between the travel time hand measured on a set of synthetics
calculated with a 2D finite difference algorithm and the predicted arrival times from RSTT and
TauP with AK135. Mean and 1 standard deviation indicated in the upper left.

This analysis can be extended to a larger variety of models and prediction methods. These
are displayed in Figure 2-4. In all cases when the wavespeed model and prediction model are
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different (i.e., all cases except AK135 Synthetics vs. TauP prediction [Fig. 2-4d]), we notice an
uncertainty of ~0.4 to ~0.5 s. Furthermore, aside from the cases of CRUST1.0 versus TauP (Fig. 2-
4e) and versus the UUSS observations (Fig. 2-4h), all mean values are within 1 standard deviation of
0. Considering the accuracy of the models as represented by the mean of the residuals, we can
obsetve 3 approximate regimes. Mean values less than +/-0.2 seconds (tomography vs. RSTT [Fig.
2-4c], tomography vs TauP [Fig. 2-4f], and AK135 vs. UUSS picks [Fig. 2-4¢]) are the most accurate.
As mentioned above, UUSS uses wavespeed models similar to AK135 for locating the tested events
and therefore there is some interdependence between the AK135 synthetics and UUSS picks. The
similarity between the tomography-based synthetics and RSTT and TauP is more surprising, but
because the mean values are roughly 0.3 seconds apart (+0.16 seconds vs. -0.14 seconds) this
suggests the tomographic model is somewhere between these two larger scale models. There is
another grouping of distributions between with means of +/-0.2 seconds to +/-0.3 seconds (AK135
synthetics vs. RSTT [Fig. 2-4a], CRUST1.0 synthetics vs. RSTT [Fig. 2-4b], and tomography
synthetics vs. UUSS observed [Fig. 2-4i]). These are cases where the wavespeed model is
inconsistent with the model used for location. Therefore, we cannot expect the ray paths and travel
times to match, but they provide an expectation of misfit for mismatched models. Finally, there are
two inaccurate instances where the mean is outside a standard deviation of 0 and these are cases
where the synthetics are calculated based on CRUST1.0 and we compare against TauP and the
UUSS picks [Fig. 2-4e, h]. The CRUST1.0 synthetics arrive significantly early, which suggests the P
waves take a longer ray path through the high wavespeed lower crust in CRUST1.0 than would be
predicted with TauP and the AK135 model. However, it is worth noting that these synthetics had
more coda and emergent arrivals than other models making their manual picks less certain.
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Figure 2-4: Distributions of residuals between hand-picked arrival times on synthetic
seismograms for a model based on AK135 (left column), CRUST1.0 (center column), and local
earthquake tomography (right column) against predictions from RSTT (top row), TauP with AK135
(center row), and UUSS observations (bottom row). Mean and 1 standard deviation indicated for
each distribution in the upper right.

Considering the limits of variability in the tested models, we can expect misfits in crustal
phase arrival times to be as large as 1 second (see Fig. 2-4e, mean plus 1 sigma standard deviation),
but non-optimized times tend to be closer to about 0.3 seconds and optimized residuals can
approach 0.1 seconds. This is comparable to analyst precision which can be expected to have
uncertainties around 0.1 seconds in the worst-case scenarios (i.e., Fig. 2-4¢). Rowe et al. (2009)
previously found that while residual distributions all have standard deviations of ~1.6 seconds for
mantle ray paths, zero-mean values can be achieved when replicating arrivals with a common
wavespeed model and ray path. Our results agree with their findings, but we also observe that for
the shorter paths of crustal phases, the standard deviation in residuals decreases by a factor of 4
(~0.4 seconds). We also find that complex crustal models, such as CRUST1.0 can result in
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significantly different arrival times than what is predicted from 1D models such as AK135 or the
operational models used by the UUSS.
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3. FREQUENCY CONTENT OF M2-5 EARTHQUAKES IN OKLAHOMA

As we are seeking to model smaller magnitude earthquakes and lower yield explosions, the
high frequency signal is a more relevant part of the seismic spectrum than the lower frequency
signals typically modeled with forward methods (e.g., Aki, 1967). This is due to the source-time
function which reflects the time it takes for an earthquake to rupture or an explosion to detonate.
Small events tend to have short source-time functions and the signal that propagates from these
sources will be depleted in low frequencies and enriched in high frequencies. The high frequency
signals can be exploited for various discrimination methods (e.g., Tibi et al., 2019), but validating
these methods with synthetic seismograms remains computationally expensive.

We explore this magnitude dependence of the frequency content by comparing the
amplitude spectrums of earthquakes in Oklahoma ranging from magnitude 2.9 to 5.6 recorded by
USArray stations. This set of earthquakes is chosen because the M5.6 was successfully modeled by
Chu and Helmberger (2014) with a relatively simple 1D model for an array of stations to the
northeast of the source. Our earlier replication of this study found the data fits well at periods
between 64 and 16 seconds, but at shorter periods the data fit quickly degrades. However, it was
unclear whether this degradation of fit was due to shortcomings in the modeling method, problems
with the 1D wavespeed model, or lack of signal at short periods for the moderate sized earthquake.
In this section, we isolate this latter effect to explore the frequency content required to be modeled
to fit relatively small events.

We utilize the Continuous Wavelet Transform (CWT) to compute amplitude spectra for
both body wave and surface wave components of the seismograms for four earthquakes, M2.9,
M3.7, M4.8, and M5.6 with origins in Oklahoma and recorded by the USArray (Fig. 3-1). The CWT
is defined for an arbitrary time series s(t) as:

Sy(a, 1) =

f_ o; s(O ("L?TT) dt 1)

1
|alz

where l/; is the complex conjugate of the wavelet function, T is the wavelet time, and a is the scale,
which for the Morlet wavelet, is inversely proportional to frequency, and w is the control parameter
for the wavelet (Mallat, 1999). The amplitude spectrum is then defined as:

Ps(@) = ) S,(@D) * 5,(a,0) @

where T is the analysis time window and 'S, (a,7) is the complex conjugate of the CWT. Following
Langston and Mousavi (2019), we use the CW'T and time-scale gating to isolate early arriving, high
frequency body waves, and late arriving, low frequency surface waves.

The seismic waveform data analyzed here consists of broadband recordings primarily from
the USArray. Station locations, event locations, and origin times are shown in Figure 3-1.
Waveforms with durations of 10 minutes were collected from each station to ensure both the body
waves and surface waves were well captured. Horizontal channels were rotated into radial and
transverse components and our analysis focuses on the transverse component to isolate the S, and
Love wave arrivals. Preprocessing included removing a linear trend and applying a 5% Hann taper.
For the record sections in Figure 3-2, the waveforms were further high-pass filtered before we
applied the soft thresholding denoising algorithm of Langston and Mousavi (2019). For the
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amplitude spectrums in figures 3-3 to 3-5, high-pass filtering was not applied to avoid biasing the
results.
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Figure 3-1: Location maps of the 4 events analyzed here. Yellow triangles indicate broadband
seismic stations and red stars indicate the source location. Origin time is given at the bottom of
each panel. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6.
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Figure 3-2: Transverse component record sections for the 4 events in Oklahoma. Data has been
filtered with hand-tuned passbands to highlight the signal and then denoised with soft
thresholding (Langston and Mousavi, 2019). Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6.

Figures 3-3 to 3-5 present amplitude spectra as a function of frequency (i.e., reciprocal of
Morlet wavelet scale) and distance between the source and receiver. Figure 3-3 shows the spectra
summed over the entire 10-minute time series after optimal high-pass filtering and soft thresholding
denoising whereas figures 3-4 and 3-5 show the spectra without the high-pass filter, but with soft
threshold denoising and time-scale gating about the S, and Love waves respectively. In all cases, the
expected trend of lower frequency signals for larger events can be observed. We also note that there
is qualitative similarity between the M2.9 and M3.7 earthquake spectra and between the M4.8 and
Mb5.6 earthquake spectra. Considering the full waveform (Fig. 3-3), much of the signal for the M2.9
and M3.7 earthquakes is found between 5 seconds period and 3 Hz whereas the M4.8 and M5.6
have little signal at frequencies above 5 seconds period. Focusing on the S, and its coda (Fig. 3-4),
however, shows much greater variability. The M2.9 and M3.7 earthquake spectra have much of their
signal above 1 Hz with an apparently increasing frequency with distance. The M4.8 shows the
opposite trend with signal primarily below 1 Hz and generally decreasing frequency with distance.
Interestingly, the M5.6 shows a bi-modal distribution with both high and low frequency trends with
distance. This reflects both the complex energetics of the earthquake and a potential source of error
from manually selecting a subspace. These body wave trends contrast sharply with the Love wave
spectra (Fig. 3-5). These show little variation in maximum frequency as a function of distance but do
show the trend of generally decreasing frequency with increasing magnitude.
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Figure 3-3: Normalized wavelet amplitude spectra for the entire waveforms starting at the origin
time with a duration of 10 minutes. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6.
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Sn time window. From -1 second to +5 seconds relative to arrival
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Figure 3-4: Normalized wavelet amplitude spectra for S, arrival following wavelet time-scale gating
about the observed arrival. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6.
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Love wave time window. From vmin = 3.2 km/s to vmax = 4.5 km/s
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Figure 3-5: Normalized wavelet amplitude spectra for Love wave following wavelet time-scale
gating about the observed signal. Panels: (a) M2.9, (b) M3.7, (c) M4.8, and (d) M5.6.

This analysis shows the commonly understood concept of larger earthquakes generating
lower frequency signals and vice-versa, but with more detail and with the variable of unknown
propagation structure removed. A surprising observation, however, is that the M4.8 tends to have
slightly lower frequency content than the M5.6. This likely reflects two competing effects: (1)
processing to isolate signals is a non-unique process and may introduce minor artifacts and (2) the
resonant frequency of the sub-surface structure might be such that signals near 10 seconds are
amplified. Furthermore, comparing the frequency content of the body waves and surface waves
shows that small event surface waves contain relatively high frequency content that is difficult to
separate from the body waves if there is little offset in arrival times. This presents a significant
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challenge to waveform modeling as the propagation paths, and therefore sensitivities, of body waves
and surface waves are different, but not unrelated.
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4, EFFECTS OF STOCHASTIC SCATTERING

As the seismic energy radiates from a source, the characteristics of the signal are modulated
by the propagation medium. Our primary tool, travel-time tomography, is designed to constrain only
a smoothed model of seismic wavespeeds within the medium and therefore is unable to fully capture
how the wavefield is perturbed by the subsurface. This restriction exists for both body waves and
surface waves and for local to teleseismic scales and is dependent on the frequency content of the
observed signal and the coarseness of the wavespeed model. Nonetheless, because travel-times are
the most straightforward property analysts can measure, are useful in locating events, and have
linearized relationships to source and structure problems that have been derived, travel-time
tomography remains the primary area of active research. However, a significant proportion of the
observed seismic signal is coda. This signal is generated by near-surface scattering and has been
shown to have relatively low attenuation at high frequencies (e.g., Aki and Chouet, 1975). This
means that quantitatively fitting waveforms at high frequencies is dependent upon modeling
attenuation in the shallow layers. A recent forward modeling study by Olsen et al. (2018) further
illustrated this as they found significant improvements in the amplitude fit between their synthetics
and a reported underground nuclear test after tuning the frequency dependent attenuation in their
structural model. Moreover, this study found that tuning stochastic structural perturbations as a
function of depth led to better simultaneous fits of P,, P,, and coda phases.

Rather than attempt to fit specific seismic amplitudes and phases or longer period
representations such as envelopes, here we focus on isolating the effects on the waveforms after
adjusting stochastic structural perturbations. This provides three key advantages over waveform
fitting. First, it improves our understanding of the physical processes responsible for generating
waveform phenomena. Second, it allows quantitative exploration of a much larger search space than
relying on observed seismograms alone. Third, it provides a foundation to develop a new method of
tomography that seeks to constrain parameters related to stochasticity rather than deterministic
wavespeed. This section focuses on a single parameter, the amplitude of the perturbations, as it is
relatively easy to assess the effect of perturbing this single variable. However, a full exploration of
depth dependence and aspect ratio of scattering is ongoing.

We parameterize scattering as a Gaussian distribution of wavespeed anomaly shapes which
are then scaled by the test parameter called the scale factor. A set of example cross-sections is shown
in Figure 4-1. The background structure is the tomographic model of Preston and Hoots used in
section 2 above with the addition of CRUST1.0 for the upper ~3 km and lower ~10 km. Synthetic
waveforms are calculated with the 2D finite differences algorithm also used in section 2 with a
Gaussian shaped source-time function with a duration of 0.2 seconds.
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Figure 4-1: Cross-sections of P wave wavespeed with increasing amplitude of stochastic
perturbations. Scale Fac indicates the scale factor used to scale amplitudes while shapes are
generated with a constant random seed.

The waveforms from this test are presented in figures 4-2 and 4-3. Waveforms in Figure 4-2
are offset to facilitate tracking of changes as scale factor increases whereas Figure 4-3 presents them
overlain to highlight bulk differences. Color-coding is the same in both figures. Differences between
traces are generally subtle with the minimal difference at the direct P wave and most significant
differences in the Rayleigh waves. In Fig. 4-2a, the most notable difference in the P wave is the
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decrease in relative phases between the direct arrival at ~8.5 seconds and the coda before ~12
seconds. For scale factors less than ~0.14, there are two phases with distinct amplitudes above the
rest of the coda (labeled P and P»), but for larger scale factors, the amplitude of the P and P coda
wave package is homogeneous. The double-couple source in Fig. 4-2b has a larger S wave relative to
the P wave and the two arrival pulses, S; and Sy, are generally observable for most scale factors, but
seem decreased in relative amplitude for scale factors of 0.08 to 0.10. At larger scale factors, 0.16 to
0.20, the two arrivals are less distinctive and rather there is an initial S arrival followed by a high
amplitude packet.
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Figure 4-2: Effect on vertical component waveforms as perturbation amplitude increases as per
Fig. 4-1. Scale factor is labeled on the left as SF. Panels (a) and (b) are for explosion source and
double couple source, respectively. P and S arrivals are labeled. All waveforms are for the same
source-receiver path. Horizontal distance between source and receiver is 45 km and the source
depth is 1 km. Time window is from 7 seconds after the origin to 20 seconds after the origin.

Considering Figure 4-3, the initial P wave arrivals overlay nearly exactly for the first ~0.75
seconds. Following those first few cycles of the P wave signal, the P wave coda begins to be phase-
shifted amongst the traces. Following the P coda, the S wave signals are also phase-shifted, but the
differences become more apparent for surface waves arriving after ~16-18 seconds (group velocity
of ~2.5 - 2.8 km/s). This increase in phase misalignment for the coda, S phases, and surface waves
is expected as these phases have longer ray-paths through the heterogeneous structure being tested.
The large offset in the double-couple late-arriving surface wave (Fig. 4-3d) is due to the significant
travel time in the low wavespeed upper crust as those short period surface waves are primarily
sensitive to the shallow wavespeed structure and their long travel-times accumulate more
perturbations than the earlier arriving body waves.
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Figure 4-3: Close up of overlain traces with varying scale factor from Fig. 4-2, cut to highlight
specific phases. Different colored waveforms indicate different scale factors. Rayleigh surface
wave is late arriving with group velocities between 2.3 and 2.8 km/s. Panel (a) is for an explosion
source focused on the P arrival and coda. Panel (b) is the S arrival, S coda, and Rayleigh wave for
an explosion source. Panel (c) is a double-couple source P wave and P coda (scaled up 4x relative
to other panels). Panel (d) is S arrival, S coda, and Rayleigh wave for a double-couple source.
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There are various methods to quantify the variation in the observed synthetic seismograms.
Here we apply a simple method of comparing the peak-to-peak amplitudes of the waveforms as we
adjust the scale factor. These waveforms are not scaled to represent a specific earthquake magnitude
or explosion yield and therefore this is only a relative comparison. In Figure 4-4, we see in both the
explosion case and the double-couple case, the inclusion of stochastic perturbations (i.e., scale factor
> 0) increases the peak-to-peak amplitude over the base case. However, the two cases have reversed
concavity with the explosion case being concave up and the double-couple case being concave
down. As this is a relatively small part of the possible search space, this relationship may not hold in
general and thus will require further exploration to be confident in the result. Nonetheless, this
shows that the amplitude of stochastic structural perturbations has a significant effect on both the
phase and amplitude of seismic signals. Further research will be required to quantify how this effect
interacts with the shapes of anomalous structures, long-wavelength wavespeed structure, and
attenuation.
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Figure 4-4: Variation in the peak-to-peak amplitudes of the waveforms in figures 4-2 and 4-3 for (a)
the explosion source and (b) for the double-couple source.
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5. CONCLUSIONS

In this report we have compared observed and calculated arrival times for both real
earthquakes and synthetic earthquakes, compared the frequency content of magnitude 2.9 to 5.6
earthquakes as a function of distance, and explored the effect of stochastic scattering in a limited
case. The key findings are:

e From the analysis of travel times, we expect residuals for crustal scale velocity
models may approach 0.1 seconds between the observed and modeled arrival times
of first arriving P phases and that residuals greater than ~0.5 seconds may indicate a
problem.

e Based on our analysis of frequency content for various magnitude earthquakes, we
find that earthquakes below ~M4 are depleted in low frequency energy and therefore
require waveform modeling at frequencies above ~1 Hz.

e Finally, we find that adjusting the amplitude of stochastic scattering results in
different effects between explosion sources and double-couple sources. These
differences are apparent in both the phase shift of arrivals following the direct arrival
and the peak-to-peak amplitudes of the waveforms.

In the next stage of this work we will seek to improve our models of structure at the crustal scale by
a combination of travel time tomography and through developing stochasticity tomography. Ideally,
this will allow us to accurately model both travel times and amplitudes for a global distribution of
sources and receivers.
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