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Quality- of-Serwce (QoS) mitigates head-of-line blocking in
congested networks
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Tightly coupled processes in hlgh performance computing want to
avoid unexpected delays
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Several types of traffic have more severe performance
consequences when encountering network contention
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Pt-2-Pt Rendezvous Protocol

MPI_Send O Ser,iid Rf HA
\ Latency-sensitive, small messages
should not be delayed by S
. MPI_Recv . "“
e bandwidth-hungry, large messages Fo
\, RDMA Done b
ACK | --——- ;\ E:_K- ----- . Recv Returns 2
Returns ’%‘
Control messages Entire collective should not be "
(header,ack) should
not be delayed by
RDMA Get bulk
transfers
meeeme8®8e®s P 05M~T0~P @iniﬂ

N
N
» 3 . e T
K Panl \ A "‘ ti
. Al B \l




-

e ‘0 = x.-v:}‘ A A - ..:_‘.:_.‘ f - N & - - LR R~ - - s -
FENGEC e, RN\ B\ \ LA/ L FRE N\ L L™ T\ e VAR et o ) TIPS [ AT

Adaptive routlng on topology avoids congestion, QoS mitigates
negative effects when congestion occurs

With heavy traffic on network, avoidance may be impossible! Need mitigation.
(e.g. minimal routing is best for uniform random traffic)
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QoS prevents starvation in the
presence of congestion
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Adaptive routing avoids
congestion
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Fat-Tree and Dragonfly have different ways of linking W|th|n
groups/pods and adding global links across groups/pods
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Organized into groups

All-to-all connectivity within group
Every group has at least one
connection to all other groups

Less expensive: fewer switches
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- Leaf, aggregation, and core switches form 3-
level fat tree

* Interconnected leaf and aggregation switches
form a “pod”

More expensive: extra core switches and
global links
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Fat-Tree and Dragonfly have different tradeoffs in path Iength

path diversity, deadlock cycles
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sesse==ecrc Non-minimal Adaptive Route

* Minimal paths are at most 1-3 hops

- Adaptive paths are non-minimal

- Adaptive paths create potential “deadlock
cycles” in link graph

* Multiple virtual channels to break deadlock
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* Minimal paths are at 2-4 hops

« Adaptive paths are minimal

* No cycles in link graph

 Single virtual channel to avoid deadlock
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Adaptlve routmg, QoS Dragonfly, and Fat Tree create a complex
mix of tradeoffs

"z

Quality-of-Service:
- Want different service levels (SLs) to distinguish traffic classes and avoid HoL blocking, but
SLs use up scarce virtual lanes in the switch
Adaptive Routing:
«  Want different virtual channels (VCs) for more path diversity with deadlock freedom, but
VCs use up scarce virtual lanes in the switch
Fat Tree:
»  Want to exploit simple routing for better adaptive routing, QoS, but reduce the cost
Dragonfly:
«  Want to exploit the low diameter, low cost, and path diversity but reduce VC requirements
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Dragonfly proposal allow more flexible QoS by using minimal
routing selectively to reduce virtual channel requirements

Dragonfly adaptive routing requires too many virtual

channels (6 in most flexible case) to fit within realistic
limits of available VLs (8-16 in most cases)

« Proposal (novel contribution in this work):
o Distinguish elephant (large)/mice (small), collective/pt-2-pt
o Use high priority, minimal routing for mice
o Use medium priority, adaptive routing for elephant collectives
o Use low priority, adaptive routing for elephant pt-2-pt

_ _ lLarge _ _ _ lLage _ _  Small Small
= Pt-2-Pt " Collective Pt-2-Pt Collective _ ,
Mapping of service
SLO SL 1 SL2] | SLs levels and virtual
VC] 0 .. 5 0 5 0]1 011 channels to virtual
VLo 2131415 6l7|8]910]11] |12|13] 14|15 lanes
Adaptive Adaptive Minimal Minimal
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Fat Tree proposal: reduce cost to match Dragonfly by tapering

Full Fat Tree with Equal Cost MultiPath (ECMP) routing
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Tapered Tree with Equal Cost MultiPath (ECMP) routing
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Goal: Find best combination of QoS and adaptive routing between [ |8
Dragonfly and Fat Tree
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Use progress adaptive routing (PAR) which
allows misrouting at each network hop Full Fat Tree with Equal Cost MultiPath (ECMP) routing
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Tapered Tree with Equal Cost MultiPath (ECMP) routing

Minmal Route
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» Dfly-PAR: Adaptive routing for all traffic
« Dfly-MIN/PAR: minimal for mice, PAR for elephant traffic
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Goal: Find best combination of QoS and adaptive routing
between Dragonfly and Fat Tree
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Pt-2-Pt Collective Pt-2-Pt Collective %3

Elephant Elephant Mice Mice . . . . . -’

. " 0 0 Stratggy #2, Split-Priority QoS. 4 priorities >

Mice > Elephant, Collective > Pt-2-Pt R

N S . _%_ _ Guaranteed bandwidth share across VLs »

~ Low-priority | '-Medium Priority | | High Priority N 'T/ery-high Priority ;-I;f

25% BW Weight 25% BW Weight | [25% BW Weight| | 25% BwW wWeight p_
Pt-2-Pt Collective Pt-2-Pt Collective

Elephant Elephant Mice Mice
VLo v VL VL Strategy #3, Bandwidth-Weight QoS with 2 priorities
Mice > Elephant, Collective = Pt-2-Pt
T T T ewoty Y T T T T Rgnpeny Guaranteed bandwidth share across VLs

1
[ 25% BW Weight | [ 25% BW weight | [25% BwW Weight| | 25% BW Weignt |

Strategy #4: Isolate QoS

No priorities, but every app gets guaranteed
bandwidth share through dedicate VL | <”
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Experimental Setup

» Simulations performed using Structural Simulation Toolkit
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« Ran mixture of different “Foreground” and ”Background” apps
* Halo3D: bandwidth-intensive pt-2-pt nearest neighbor exchange

FFT: bandwidth intensive collectives across row/column subcommunicators
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- Sweep3D: sweep propagation across 3D space, many small pt-2-pt messages

e d

* Filled system of size 8192 nodes with 1K-4K foreground, 4K-7K background processes

3
Dragonfly-PAR 512 16 injection, 32 intra-group, 16-inter-group
Dragonfly-MIN/PAR 512 16 injection, 32 intra-group, 16-inter-group
FatTree 640 32 up, 32 down
FatTree-TAPER 480 27 up, 36 down
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PingPong benchmark with Halo3D background illustrates effect

of interference on flows of different sizes
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Halo3D is bandwidth-intensive app that offers few
opportunities for QoS

Box Plot: Show distribution of iteration times across all MPI ranks
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« Tapered Fat Tree outperforming Dragonfly

« MIN/PAR matches or exceeds PAR routing

* Only Halo3D as background degrades performance
« All cases much higher than no congestion baseline
* QoS=lsolate + Fat Tree provides good performance
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FFT contains collectives that are more latency-sensitive,
hotspots delays “propagate” across whole collective
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Box Plot: Show distribution of iteration times across all MPI ranks
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* MIN/PAR matches or exceeds PAR on Dragonfly

« All QoS strategies bring performance back near baseline

« Halo3D background degrades FFT performance without QoS
« Tapered Fat Tree outperforms Dragonfly

« QoS=Isolate + Fat Tree provides good performance
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Sweep3D is latency-sensitive, sends many smaller messages
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Box Plot: Show distribution of iteration times across all MPI ranks
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« Tapered Fat Tree outperforms Dragonfly
* MIN/PAR performs slightly worse than PAR in certain cases
« All QoS strategies bring performance back near baseline
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Conclusions

Equal cost multipath (ECMP) is simple, but effective on tapered Fat Tree

Mixed minimal/adaptive MIN/PAR strategy effective for Dragonfly to reduce VLs

QoS=lsolate is most robust strategy, but only possible on Fat Tree with simpler deadlock-

free routing

Tapered Fat Tree best compromise?

Reduced cost, simple but performant routing, great QoS flexibility
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