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Abstract

The behavior of porous materials under shock loading is a multi-scale problem bridging orders of
magnitude across the macroscale geometry and the microscale pores. Under static loading, this
problem is well understood, relating mechanisms of pore closure and crushing to the equivalent
macroscale models. The dynamic response of porous solids under shock loading is related to the
effects of viscoplasticity and micro-acceleration fields around the void boundaries. The
significance of the micro-inertia effects in modeling the dynamic behavior of porous materials
remains an open question. In this work, an experimental investigation on closed-cell porous
aluminum with small porosity provides the evidence for the first time of micro-inertia’s
fundamental role in describing the shock structure in these materials. Materials with different
levels of porosity were manufactured using a modified process of additive manufacturing to
achieve a mean pore size below 50um. Plate impact experiments on porous aluminum samples
were conducted at pressures in the range of 2 to 11 GPa. The structure of the steady shock was
characterized as a function of porosity and shown to validate behavior revealed by an analytical
approach (Czarnota et al. [J. Mech. Phys. Solids 107 (2017)]), highlighting the fundamental role
of micro-inertia effects in such cases.
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1. Introduction

Shock compression of porous metals is of current interest since these materials have the ability to
mitigate impact and blast loadings [1-3]. At high shock amplitude, a significant part of energy
can be absorbed by viscoplastic flow of the material after pore collapse is complete, resulting in
dynamic regime of shock deformation [1]. Under moderate shock amplitude, as considered in
this work, energy absorption is achieved mainly by large plastic deformations through pore
collapse or crushing. The energy absorption and attenuation capabilities are of interest to many
applications in protective technologies, for reducing peak shocks and accelerations, protecting
sensitive electronics or system components [4]. Furthermore, many materials contain some level
of porosity, as an inherent outcome of their manufacturing processes. As a consequence, much
work has been done to characterize material response under shock loading, namely, measuring
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and developing equations of state (EoS), which account for the influence of the initial porosity
[5-6]. In the past decade, interest in the behavior of porous metals under shock loading has
increased, as additive manufacturing (AM) of metals is becoming a desirable manufacturing
technology also for shock applications. Current AM technologies introduce different levels of
porosity, and their effects need to be explored, understood, and modeled properly. Much work
can be found in the literature to model the behavior of porous materials, accounting for pore
collapse mechanisms, beginning with the pioneering works of Hermann [7] and later of Carroll
and Holt [8]. Viscous and micro-inertia effects, the latter being related to the local acceleration
fields around the collapsing pore, were identified as the main mechanisms, affecting the behavior
of the porous media, Fig. 1. In later years, the dominance and importance of these two factors
have been examined using different approaches [9-12]. Nesterenko and co-workers have carried
out much groundbreaking research on the dynamic compression of granular materials [13-14],
incorporating porosity by the voids entrapped in-between the grains. While the dynamic
compression of such materials has much in common with fully dense materials considered in the
present work, they follow different deformation mechanisms, influenced by the finite size of the
grains and associated porosity.

FIGURE 1. Steady shock wave propagating in a porous material and a schematic of the radial acceleration fields
(micro-inertia effects) in the dynamic collapse of pores.

During the past two decades, Molinari and co-workers have developed several models, outlining
the significance of micro-inertia to describe the shock structure of porous materials [15-17].
Recently, Czarnota et al. [18] demonstrated a comparison of an analytical model with
experimental data, constructing the equation-of-state (EoS) for porous aluminum over a large
range of porosities and shock levels. The comparison was shown to capture also a non-linear
behavior when combining lower porosities and low shock intensities [18], and it converges to the
fully dense material behavior as earlier developed by Molinari and Ravichandran [19]. The
model outlined significant differences in the shock structure, if micro-inertia is accounted for or
neglected. The current study was aimed to study these differences, seeking to examine the
theoretical foundations in light of the experimental data, and to identify the conditions under
which micro-inertia is a dominant factor.
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An experimental campaign on porous aluminum alloy 6061 was carried out to examine the
shock structure as a function of porosity and shock amplitude. The material with desired levels of
porosity and pore size was manufactured using additive manufacturing (AM) technologies by
altering the printing parameters. The experimental data was used to validate the effects of micro-
inertia by comparison with predictions of the analytical model detailed in [18] and briefly
described in this manuscript.

2. Plate impact experiments
2.1. Material: Porous aluminum

One of the main challenges in this work was to achieve a material with well characterized pores,
enabling a fair comparison with an idealized material as assumed in the modeling. The
specifications for the material were to achieve a homogeneous distribution of closed spherical
pores, with an average diameter of 50 um or less, regular iri shape. The porous 6061 aluminum
samples were made using Reactive Additive Manufacturing (RAM) technology (Elementum
3D, Erie, CO). The aluminum 6061 metal matrix composite, Al6061-RAM2, utilizes a fine
dispersion of ceramic reinforcement particles (~2%) to act as heterogeneous grain nucleation
sites and strengthening particles, to prevent the alloy from hot tearing during solidification. The
average grain size of the aluminum alloy was 1-2um. In order to achieve the desired
characteristics for the porosity, the AM parameters, namely the hatch spacing and the laser
velocity have been modified after scanning a large range of combinations. This custom designed
AM process allowed reaching with these specifications, porosities in the range of 1%-8%. For
the thicknesses of the samples and range of impact stresses, a steady shock was achieved for
porosities up to 4%.

The porous aluminum samples were characterized using micro computed tomography
(uCT). The scans were performed on match-stick type samples that were machined off the
specimens, with a square cross-section of 2 mm by 2 mm, through the entire thickness of the
sample. The small sized specimens allowed achieving a scanning resolution of ~3um. Figure 2
shows two representative cross sections of an AM sample with 1.8% porosity, at approximately
1 mm from each end of the scanned sample. An edge detection function was used on the cross-
section images to reveal the pore boundaries. At least 95% of the total volume of voids is
constituted of voids with diameter in the range of 40-100 um with a mean value of about 50 pum.
Pore distribution was found to be homogeneous with mostly closed pores, regular in shape. A
typical distribution for one of the tested specimens is shown in Fig.3.



FIGURE 2 Cross sections from a MicroCT scan of an additively manufactured (AM) 6061 aluminum sample with
1.8% porosity: the images correspond to cross sections at ~ Imm distance from each of the sample’s ends, after the
application of an edge detection function. The white edged boundaries cutline the pores in the sample.
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FIGURE 3 Pore size distribution for a specimen with 3% porosity, as determined from uCT scan.

2.2. Experimental set-up

Normal plate impact experiments were conducted using a 38.7 mm bore (1.525-inch)
powder-gun facility in the Graduate Aerospace Laboratories at Caltech. Figure 4(a) shows a
schematic of the experimental configuration of the plate impact experiments. The impactor was a
3mm steel plate, accelerated with a 76.2 mm (~3-inch) long polycarbonate sabot, and the
aluminum target had a thickness of 10-12 mm. The geometry was designed to achieve both a
steady compressive shock and a spall response. The spall response will not be analyzed in this
paper. The main diagnostics was a continuous measurement of the free surface velocity, using
Photonic Doppler Velocimetry (PDV) [20]. Figures 4(b) and 4(c) show the assembly of the
target on the alignment gimbal and the focused PDV probe on the back surface.
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FIGURE 4. Plate impact experimental set up: (a) schematic, (b) target assembly in the alignment gimbal and (c)
PDV probe mounted on the back surface.

2.3. Results

Table 1 summarizes the experiments conducted in the present study. Four of the experiments
were performed on dense samples — two of which were AM samples that were found to have
some residual porosity, estimated to be less than 0.5% from the comparison shown later in Fig. 6.
The other two were fully dense wrought Al6061 samples, which were used for comparison with
a standard manufactured material. Experiments on six porous samples at two levels of porosity
~2% and ~4% were conducted. The actual calculated levels of porosity are shown in Table 1.
The free surface velocity signals measured in the plate impact experiments are shown in Fig. 5.

TABLE 1. Experimental conditions of the plate impact experiments on aluminum with differing levels of

porosity.
Experiment# Porosity Vimpact Thickness, h Shock Peak particle Shock stress
[%] [m/s] [mm] speed, velocity, [GPa]
Us Vpeak=2Up
[m/s] [m/s]

PA1802 00 467 11.87 5650 65215 4.97+0.03
PA1803 0.0 464 11.85 5490 642+13 4.79+0.07
PA1804 0.0 W 985 11.89 6220 137710 11.56+0.14
PA1805 0.0"™ 988 11.85 6050 1355+26 11.12+0.07
PA1806 4.0 992 11.90 5290 1372435 9.51+0.26
PA1901 1.8 998 11.90 5790 1401473 10.87+0.58
PA1902 2.7 552 11.89 4680 760450 4.72+0.32
PA1903 4.1 701 11.83 4610 890+30 5.37+0.19
PA1905 2.0 365 11.78 4230 438+15 2.48+0.09
PA1909 3.6 430 9.90 4170 595+35 3.26+0.20

* (W) — Denotes fully dense wrought material. All other materials were made using additive manufacturing (AM).
** AM samples, were manufactured to be fully dense samples with residual porosity of less than 0.5%.
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FIGURE 5. Measured free surface velocities in shock experiments on full dense and porous aluminum. The
experimental parameters are shown in Table 1.

It can be seen that the wrought dense material and the AM material with small residual porosity
show a similar behavior for the two shock levels, for both the plastic shock and spall signals,
indicating very similar properties in the fully dense condition. The plastic shock speed of the AM
material was slower by ~2%, which may be attributed to the low level of initial porosity (~0.5%).
The plastic shock speed, Us, and the peak free surface velocity, vpea, equal to twice the
maximum particle velocity, up, for each experiment are shown in Table 1. The range for Vpea and
shock stress in Table 1 refers to experimental uncertainties (see Appendix A for more details).

3. Analytical model

The modeling of Czarnota et al. [18], which was used and demonstrated for porous aluminum, is
considered in this paper and compared with the experimentally measured steady plastic shocks in
aluminum specimens. exhibiting various levels of initial porosities and of void sizes. This
modeling is valid for uniaxial strain condition with monotonic compressive loading (void
collapse), which corresponds to the framework analyzed in the present work. The approach
considers uniaxial state of strain and relies partly on the use of the quasi-static compression
curve (obtained for a given initial porosity fy) combined with the chord criterion to obtain the
Rayleigh line connecting state (+) to state (-), see Fig. 6. Both states are identified from a
prescribed shock stress level o~ or alternatively from shock speed Uy, or particle velocity at state
() since a one to one correspondence exists between these variables [18].
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FIGURE 6 Compression curve for porous aluminum (f,=3.0%) and Rayleigh line defining the shock path from state
(+) to state (-) for a shock stress of 3 GPa, see Czarnota et al. [15]. The Rayleigh line, of slope —pg, (1 —
fo)UZ(ponm being the matrix mass density) is tangent to the compression curve at state (+) and intersects this curve at
state (-). From state (e), corresponding to the first plastic yielding, to state (+) ahead of the plastic shock, state
variables are varying along the compression curve

3.1. Shock velocity vs. particle velocity

Let us consider a planar impact experiment of a porous metal sample initially at rest. Upon
impact, first, an elastic wave is introduced in the specimen compressing the material particles
from the initial state to state (e), corresponding to the first plastic yielding (Fig. 6). Then,
depending on the shock stress level, a plastic wave fan may form, compressing material particles
up to state (+). The plastic fan is followed by a plastic shock compressing furthermore, taking the
material up to state (-), corresponding to the post shock state (e.g., Knowles [21], Faciu &
Molinari [22] and Czarnota et al. [18]). Beyond a certain propagation distance, the plastic shock
becomes steady, meaning that it travels with a constant shape at a constant shock speed Us.
Figure 6 illustrates the loci of states (e), (+) and (-) in the longitudinal stretch versus longitudinal
(normal) stress diagram when a porous aluminum of initial porosity f,=3.0% is submitted to a
shock stress of 3 GPa. The corresponding shock velocity is deduced from the slope of the
Rayleigh line. This approach has the advantage to infer, without the use of Hugoniot curves, a
very good estimation of the relationship between the plastic shock velocity, U and the particle
velocity, u, at the rear of the shock (state (-)).

3.2. Shock structure

Once the states (+) and (-) are known, the shock structure can be determined from a nonlinear
system of differential equations obtained using kinematic (uniaxial compression) and constitutive
relationships (nonlinear elasticity, viscoplasticty, and micro-inertia). We recall here briefly the
constitutive relationships describing micro-inertia effects and viscoplasticity. The reader can
refer to Czarnota et al. [18, 23] for more details.



Journal Pre-proof

During the dynamic compaction process, the voids undergo a rapid collapse and material
particles are subjected to very high acceleration in the vicinity of the cavities. The influence of
those acceleration forces, developed at the microscale, is accounted for through the dynamic
homogenization approach proposed by Molinari and Mercier [15] and developed for porous
materials containing spherical voids (see Sartori et al. [24] and Subramani et al. [25] for an
extension to spheroidal and cylindrical voids, respectively). In this work, the macroscopic
Cauchy stress tensor X is the sum of two contributions:

=X 4+zhm 1)

where E9M js the micro-inertia dependent part and X*is the micro-inertia independent
contribution which includes the constitutive response of the matrix surrounding voids.

It is assumed that voids are keeping their spherical shape during the deformation process and that
the dynamic stress is essentially spherical (valid for high stress triaxiality loadings, as it is the
case for planar impacts). Under such considerations, only the mean stress is affected by micro-
inertia and Eq. (1) reduces to:

S = S 4+ IUM 3= 3 )

where (m)’ is the deviatoric part of the 2" order tensor (@). The micro-inertia dependent z;'llyn is

expressed as,

. 1- 137, 5 2 1 3)
S = pomo? H} [Dﬁq(f_l — f23) + (Df:l)z (Bf‘l — Ef 5 Ef—z)]

which corresponds to the model of Carroll and Holt [8]. po., IS the initial matrix mass density, ag
the initial void radius, fo and f stand for the initial and the current porosity, respectively. D =
gtr(D”) is the mean part of the macroscopic plastic strain rate tensor DP(tr standing for the trace
operator). A superimposed dot (.) denotes time derivative.

The micro-inertia independent part £* is derived using the Gurson-Tvergaard-Needleman (GTN)
model based viscoplastic flow surface (Gurson [26]; Tvergaard [27]; Needleman and Tvergaard

[28]):

T\ 3 3
0,5, ) = <?> +2q4fcosh (54, 2) = [1+ (@)% = 0 @

with q; = g, = 1 parameters, X}, = gtr(z*) and Zgq = %Z*':Z*' (“tr” standing for the trace
operator, “:” denoting the twice contracted product of second order tensors). G iS an average
effective stress in the matrix.
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Matrix viscous rate dependence is described by an overstress model in the form of a power-law
relationship. In the present approach, the plastic shear strain rate ® (assumed uniform) in the
matrix is expressed as:

F\"
& = (K; + K,¥P) <2T1*> 5)

where E, =G — g, is the overstress and y? = [ @dt is a measure of the plastic strain.

With this model, viscoplastic flow occurs when F, > 0 , g, being the rate independent yield
strength of the matrix. As in Clifton [29], we adopt a power law to describe strain hardening in
the matrix:

S [1 + (?)/l (6)

0a0, Yo, N, K1, Kz, M, and Ty are material parameters. The following numerical values of rate
dependent parameters have been adopted: K;=393s", K,=149.6, M =1.78, and T;=1.6 MPa for
rate dependent parameters and ¢,,=240MPa, y,=0.52, n=1.55 for strain hardening parameters.
They correspond to material parameters for 6061-T6 aluminum which have been fitted by
Clifton [29] and adopted in Molinari and Ravichandran [16] to describe the shock response of
dense aluminum. It was shown in this last work that the rate sensitivity parameter M=1.78
(M=1/m represents the inverse of the strain rate exponent) is consistent with the 4™ power law of
Swegle and Grady [30].

It is worth noting, from Eq. (3), that micro-inertia effects are scaled by i) the mass density of the
matrix and ii) the square of the initial void radius ap and iii) involves specific rate dependencies
(linear dependence on D?, and quadratic influence of DY) that are true signatures of micro-inertia
also present for spheroidal and cylindrical voids, see Sartori et al. [24] and Subramani et al. [25].

The plastic shock layer width is a particular characteristic of steady shock waves, which was
investigated using various descriptions of the shock structure. In Czarnota et al. [18,23], the
shock structure was characterized by the variation of the accumulated plastic strain with respect
to the moving coordinate. The corresponding shock width, defined to depict the width of the core
of the shock, was found to be scaled by the initial void radius when micro-inertia effects are
significant. Such situation is realized by increasing the shock amplitude or the initial void size. In
the present work, the same matrix material as in Czarnota et al. [18] is considered (aluminum)
and various configurations in terms of shock amplitudes and microstructures (pore sizes) are
investigated. As an alternate to the approach of Czarnota et al. [18, 23], the shock structure here
is characterized by the time variation of the free surface velocity to provide comparison with
experimental results. As a consequence, a different definition is used for the shock layer width
(see section 4.2).
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Therefore, of central importance in the present modeling is the role played by micro-inertia
effects in structuring the shock front. Usual damage models, such as the classical GTN model of
porous plasticity (which is obtained when micro-inertia is neglected in the theory, i.e., no effect
of the initial void radius, ag) do not account for the rapid acceleration of material particles in the
vicinity of collapsing voids. As illustrated in the forthcoming section 4.2, this family of micro-
inertia independent models is not appropriate to describe the dynamic response of porous
materials and is not able to capture the experimental wave profiles.

4. Comparison of experimental results with model predictions

41. EOS

Figure 7 shows the plots of shock velocity vs. particle velocity (Us-u,) predicted by the analytical
modeling, with iso-shock pressure level contours shown as dotted lines. The data deduced from
the current experiments are plotted as closed shaded circles for the AM samples and as shaded
triangles for the wrought material targets. The comparison was found to be good for all the
experimental points, including those in the non-linear regime at lower pressures. The range of
variation (horizontal error bars), of the particle velocity behind the shock, is defined from
minimum and maximum values corresponding to consecutive peaks and valleys observed in the
free surface velocity profiles.

[ [a PA1802, 0% (w) © PA1901,1.8%
[ | @ PA1802, res poro (AM) @ PA1902,2.7%
Ma PA1804, 0% (w) ® PA1903, 4.1%

® PA1905,2.0% dense——
® PA1909. 36%

| @ PA1805, res. poro (AM)
| @ PA1806,4.0%

plastic shock velocity, U [km/s]

5 05 [ }
particle velocity, u, [km/s] /

FIGURE 7. Shock velocity vs. particle velocity equation of state (Us-u,) diagram obtained from the analytical
model [18] and measured data in solid filled circles for porous aluminum. Data for dense wrought materials are
shown by triangles. The dotted lines plotted are iso-shock pressure levels in GPa.

A small discrepancy of ~2%, could be seen for the dense AM manufactured specimens with
respect to the wrought AI6061 linear Us-u, relation for the fully dense materials. As mentioned
earlier, this is a result of residual porosity in the AM samples due to the manufacturing process.
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Indeed, it appears that the experimental results match well the predicted values by the analytical
model when accounting for porosity in the vicinity of 0.5%.

Note that the porous model collapses to the earlier model presented in [19] for steady plastic
shocks in dense aluminum, which was validated against experimental data of Johnson & Barker
[31]. Further validation of plastic shockwave profiles measured in dense wrought (PA1802 and
PA 1804) and near dense AM (PA1803 and PA1805) samples with the model developed in [19]
is shown in Appendix B.

4.2. Shock width

The analytical model shows that when micro-inertia is dominant, the shock width is dependent
on the pore size [18]. Furthermore, the shock width does not change significantly with increasing
pressure for the same level of porosity, yet it shows broadening in the low-pressure range, where
micro-inertia effects become small. In what follows, these observations from the modeling are
examined through comparison with the experimentally measured shock width at different levels
of porosity.

Using wave profiles (experimental and theoretical) the shock layer width is characterized in the
present paper from the measured free surface velocity profile. More specifically, the shock width
w is estimated from Atsq,7o corresponding to the rise time where the free surface velocity is
evolving from 30% of Av = vy,eq — v* 10 70% of Av, starting from v* (deduced from the
analytical modeling), see Fig. 8. More specifically, the shock width is defined by:

w=U At (7)
Note that the theoretical values of the plastic shock velocity Ug have been used for the model
predictions of the shock width w, while measured values have been adopted for the experimental

estimates. Note also that for experimental free surface velocity profiles reported in Fig. 5 and
shown later in Figs. 10-11 solid lines are used to display data recorded in the range, [v", Vpeqx]-

70% Av

30% A\/AJ

v’ (theory)

free surface velocity
o

time
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FIGURE 8 Schematic of the definition of the shock layer width according to Eq. (5).

Table 2 presents values of the particle velocities, v*(deduced from the theory), v,.qx (selected
in the range of experimental uncertainties of Table 1), and of theoretical and experimental plastic
shock speeds (Us) used for calculation.

TABLE 2. Values of particle velocities, v*(deduced from the theory), v, (determined from experiments), and of
theoretical and experimental plastic shock speeds (Us) used for calculation of the shock width in tested porous
samples, see Eq. (7).

Experiment  Porosity Vpeak vt U; (theo.) Us(exp.)

# [%0] [m/s] [mi/s] [m/s] [mi/s]
PA1806 4.0 1400 50.8 5265 5290
PA1901 1.8 1470 52.6 5825 5790
PA1902 2.7 808 54.8 4808 4680
PA1903 4.1 920 53.0 4574 4610
PA1905 2.0 452 77.8 4281 4230
PA1909 3.6 630 66.0 4125 4170

Figure 9 shows a comparison of the shock width as a function of the peak free-surface velocity,
for two different levels of porosity. The porosities in the experimental samples varied from 1.8%
to 4.1%. Comparison of the model predictions with experimental data are shown for four cases:
(1) a fully dense material, (2) a porous material excluding micro-inertia effects, (3) a porous
material with a pore radius of 20 um, and (4) a porous material with a pore radius of 50 pm.
Cases 3 and 4 including micro-inertia effects, correspond to the range of the measured pore sizes
in the specimens. The experimental values of the shock width were calculated by multiplying the
measured rise time by the plastic shock speed.

’ Experiments (porous) I 0 Experiments (porous)

= = = Model (2.0%), with micro-inertia - = = = = Model (4.0%) with micro-inertia

250 | Model (dense) 250 Model (4.0%) no micro-inertia
r Model (2.0%), no micro-inertia r

Model (dense)

shock width [um]
shock width [um]

PA1901,1.8%

50 -

.

(@)

L L
0

500 1000 1500 500 1000 1500

peak free surface velocity [m/s] peak free surface velocity [m/s]

FIGURE 9. Shock width vs. peak free surface velocity for porosity levels of (a) 2% and (b) 4%: dashed lines
correspond to theoretical results obtained for two initial void radii, a,=20 and 50 pm. The solid black line
corresponds to the micro-inertia independent case (no effect of pore radius) and the diamond symbols represent the
experimental results. The solid red line represents the calculated case of a fully dense material.

From the data and comparison presented in Fig. 9 one could conclude the following: (1)
significant differences are evident in the expected shock width, if micro-inertia is included or
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excluded in the analytical model. When micro-inertia is not accounted for, the shock width
decreases rapidly with increasing velocities and the corresponding shock pressures. Furthermore,
the expected shock width is significantly small. Specifically, it could be noted that above a peak
free surface velocity of 1000 m/s, the expected shock width when micro-inertia is excluded, is
under 10 um. Yet, when micro-inertia is accounted for, the shock width is expected to be 50-110
um, for the range of measured pore sizes in the samples, a considerable factor of up to an order
of magnitude in value. (2) The data points, measured over a large span of pressures/velocities, fit
well in the range of shock widths predicted by the model when the micro-inertia effect is
included. (3) The influence of increasing pressures is very different between the two cases.
While for the case without micro-inertia, a strong decrease of the shock width is achieved, for the
case when micro-inertia is dominant, the shock width shows a very mild decrease at relatively
high impact velocities. Once again, the theoretical trend revealed when micro-inertia is included
is well correlated with the experimental data, for both the levels of porosity.

In Figs. 10 and 11 a more detailed comparison of the predicted plastic shock profile is presented
for the porous samples in the 4% porosity range and the 2% porosity range, respectively. The
analytical model formulates the plastic response of the material, starting from its yield response,
at the end of the elastic regime. Thus, the elastic precursor is not shown in these simulated
profiles, and the calculated and compared responses focus on the evolution of the plastic shock.
The experimentally measured profiles are compared with the model predictions when micro-
inertia is excluded and for cases when micro-inertia is included, for the relevant range of pore
sizes. It could be seen that the measured shock profiles lie well within this range of models with
micro-inertia and it is very far from the sharp rise time predicted when micro-inertia is not
considered.
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FIGURE 10. Plastic shock profiles for samples with ~4% porosity: comparison between the experimental shock
profile and the prediction of the analytical model with no micro-inertia and with micro-inertia. The shaded area
marks the plastic shock for a range of pore radii between 20 um and 50 um. Experimental curves are represented
with solid blue lines in the range [V*,Vpea] and with thin dashed lines outside this range. The initial porosity
considered in the modeling corresponds to those measured in the specimens: (a) 3.6%, (b) 4.1% and (c) 4%.
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FIGURE 11 Plastic shock profiles for samples of porosity in the range, 1.8%-2.7%: comparison between the
experimental shock profiles and the prediction of the analytical model with no micro-inertia and with micro-inertia.
The shaded area marks the plastic shock for a range of initial pore radii (ay) between 20 um and 50 um.
Experimental curves are represented with solid blue lines in the range [v*,Vpea] and with thin dashed lines outside
this range. The initial porosity considered in the modeling corresponds to those measured in the specimens: (a) 2%,
(b) 2.7% and (c) 1.8%.

One can note the peculiar behavior for the experiment PA1901 with porosity of 1.8% (Fig.
10(c)), where the shockwave profile predicted by the model (including micro-inertia) exhibits a
dual wave structure. A net reduction in the rate of evolution of the velocity is observed above
900 m/s, while below, the evolution appears to be only slightly dependent on the void size. The
measured shockwave also shows an apparent multiple stepped profile. In fact, it appeared from
the modeling that the kinematics of the dynamic void collapse evolves from a quasi-frozen
porosity mode (the porosity is only mildly evolving at the early stage) to a strong porosity
evolution mode where plasticity is accumulated during the dynamic void closure process. This is
highlighted in Figs. 10 and 11 where the difference between various models (with and without
micro-inertia) becomes more marked when the free surface velocity reaches a sufficiently large
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value (greater than 900 m/s). From the modeling, it appears that the dual wave structure is
promoted when the porosity is low and the initial void size (ap) is large.

5. Discussion of the robustness of the analysis

The comparison between theory and experiments presented above relies partly on the shock layer
width, which may have some degree of arbitrariness. Other definitions can be proposed and the
robustness of the results with regard to these definitions has to be checked.

In Fig. 8, the structure of the shock layer is characterized by the shock layer width, w defined by
Eq. (7). Other characterizations of the shock layer width have also been examined:
=U At (8)

W s 20 /80

20 /80

=U At 9)

w s 40 /60

40 /60

where At,g/50 and At,g/60 are obtained in a similar manner as that depicted in Fig. 8. Among
various characterizations considered in our work, wy 6o appears as the lower bound estimate of
the whole extent of the shock layer.

Figure 12 shows shock layer widths defined by Egs. (8) and (9) vs. peak free surface velocity of
samples for porosity levels of 2.0% (Fig. 12 (a), (c)) and 4.0% (Fig. 12 (b), (d)). One notes that
experimental results fit the range of shock layer widths predicted by the model when micro-
inertia is included. Thus, the comparison of experiments with theoretical results does not depend
on the definition of the shock layer width.

Of peculiar behavior is a drastic drop in the shock layer width w6, observed for ap= 50 um in
Fig. 12(a) when the particle velocity vy.q is larger than 1330m/s. This results from the dual
shock structure that can occur at high shock stresses, which is depicted in the shockwave profile
of Fig. 10(c). In fact, wyg/s0 IS characterizing a part of the shock layer where the variation in
velocity is in the range ~620 m/s to 900 m/s, thus covering mainly the first part of the shockwave
profile where the structure is evolving rapidly, see Fig. 11(c). Recall that this first part of the dual
structure is less dependent on the void size. Since the shock widths, weg/g0 and wsg 7o are
covering a larger extent of the wave structure (including the two parts of the dual structure), the
sudden decrease in shock layer width at high velocity is not so pronounced (see Fig. 8 and Fig.
12(b)).

Hence, one can surmise that immaterial of the adopted characterization of the shock layer width
(Egs. (5)-(7)), the experimental data is in good agreement with the model predictions when
micro-inertia effects are included. It is recognized that a single parameter (the shock layer width)
may be not sufficient to characterize the shockwave structure and that a comparison analysis
cannot rely on this unique measure. The close agreement between theoretical and experimental
shockwave profiles (Figs. 10 and 11) provides additional evidence of the fundamental role of
micro-inertia in structuring shockwaves in porous metals.
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FIGURE 12 Shock layer widths w60 (a, 0) and w50 (C, d) versus peak free surface velocity vy, for samples of porosity
in the range, 1.8%-2.7% (a, c) and of ~4% porosity (b, d). Dashed lines are theoretical results obtained for two initial void radii a,
= 20 and 50um, solid black lines are the micro-inertia independent cases (no effect of pore radius, a,) and the diamond symbols
correspond to the experimental results. The solid red lines represent the theoretical predictions for a fully dense material.

6. Summary and conclusion

A series of plate impact shock experiments was conducted on 6061 aluminum samples with
porosities of 0-4% to examine the effect of porosity on shock structure, at shock pressures of 2-
11 GPa. The materials were additively manufactured using AM technology with modified
printing parameters to achieve an average pore radius of ~25um. The experimentally measured
shock widths in the wide span of shock amplitude-porosity conditions were compared with a
recently developed analytical model incorporating micro-inertia. The experimental investigation
provides for the first time evidence of the fundamental role of micro-inertia effects to describe
the shock structure in porous solids. The analytical model predictions capture well the
experimentally measured response. The shock velocity vs. particle velocity (Us-up) results were
found to correlate well with the analytical prediction, including those in the non-linear regime of
low porosities and low pressures. The experimental data obtained over a large span of
pressures/velocities, agree well with the range of shock widths predicted by the model in
reference of the actual pore sizes, when the micro-inertia effect is included. Overall, this work
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establishes clearly the role of micro-inertia in modeling dynamic response of porous materials
and the large possible discrepancies or errors when it is excluded.
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Appendix A- uncertainties on measured variables

Uncertainties were calculated for the presented data of shock and particle velocities Us and up.

These are shown as error bars in Figure 7.

The uncertainty in the actual measured signal of uj is related to the sampling rate of the
digital channels that were used for the measurement of the time of contact on the tilt pins
(2GHz—>0.5ns). Maximum error would be 2ns.

e The range of variation, of the particle velocity behind the shock uy, is defined from
minimum and maximum values corresponding to consecutive peaks and valleys observed
in the free surface velocity profiles.

e The uncertainties on Us are calculated as the ratio between target thickness and the plastic
shock speed. Target thickness was measured to an accuracy of 0.01 mm and u, as
explained above. The calculated uncertainty of the value of Us is 0.01 mm/us (rounded to
smallest error of 10 m/s).

e Uncertainties on normal stress oy are calculated by the corresponding relation of:

ox=pUsUp, accounting for uncertainties in the density p (measurement uncertainty is 0.01

g/lcm?), the shock speed Us and particle velocity, Up.
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Appendix B- Comparison of experimental results with model predictions for fully dense
aluminum

Figure 13 compares the experimental shockwave profiles in dense samples (PA1802 to PA1805,
see Table 1), with results obtained from the analytical approach of Molinari & Ravichandran
[16]. It could be seen that experimental results are well reproduced by the model predictions. The
small discrepancy, observed for PA1803 (Fig. 13c) and PA1805 (Fig. 13d), can be explained by
the additive manufacturing process, which resulted in residual porosity in the samples used in
these experiments.
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FIGURE 13 Comparison of experimental and analytical model [16] for plastic shock profiles. Dense or near dense
aluminum samples are considered: (a, b) fully dense wrought Al6061 samples impacted at Vimp=467m/s and
985m/s, respectively and (c, d) AM samples with residual porosity of ~0.5% impacted at Vst =465 and 988m/s,
respectively, see Table 1.





