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ABSTRACT: A parallel algorithm is described for the coupled-cluster singles and doubles method augmented with a perturbative
correction for triple excitations [CCSD(T)] using the resolution-of-the-identity (RI) approximation for two-electron repulsion
integrals (ERIs). The algorithm bypasses the storage of four-center ERIs by adopting an integral-direct strategy. The CCSD
amplitude equations are given in a compact quasi-linear form by factorizing them in terms of amplitude-dressed three-center
intermediates. A hybrid MPI/OpenMP parallelization scheme is employed, which uses the OpenMP-based shared memory model
for intranode parallelization and the MPI-based distributed memory model for internode parallelization. Parallel efficiency has been
optimized for all terms in the CCSD amplitude equations. Two different algorithms have been implemented for the rate-limiting
terms in the CCSD amplitude equations that entail N N( )O V

2 4 and N N( )O V
3 3 -scaling computational costs, where NO and NV denote

the number of correlated occupied and virtual orbitals, respectively. One of the algorithms assembles the four-center ERIs requiring
NV

4 and NO
2NV

2-scaling memory costs in a distributed manner on a number of MPI ranks, while the other algorithm completely
bypasses the assembling of quartic memory-scaling ERIs and thus largely reduces the memory demand. It is demonstrated that the
former memory-expensive algorithm is faster on a few hundred cores, while the latter memory-economic algorithm shows a better
strong scaling in the limit of a few thousand cores. The program is shown to exhibit a near-linear scaling, in particular for the
compute-intensive triples correction step, on up to 8000 cores. The performance of the program is demonstrated via calculations
involving molecules with 24−51 atoms and up to 1624 atomic basis functions. As the first application, the complete basis set (CBS)
limit for the interaction energy of the π-stacked uracil dimer from the S66 data set has been investigated. This work reports the first
calculation of the interaction energy at the CCSD(T)/aug-cc-pVQZ level without local orbital approximation. The CBS limit for the
CCSD correlation contribution to the interaction energy was found to be −8.01 kcal/mol, which agrees very well with the value
−7.99 kcal/mol reported by Schmitz, Haẗtig, and Tew [Phys. Chem. Chem. Phys. 2014, 16, 22167−22178]. The CBS limit for the
total interaction energy was estimated to be −9.64 kcal/mol.

1. INTRODUCTION

The quest for accurate, reliable, and computationally affordable
electronic structure methods is a primary research focus in
chemistry and related fields. Although density functional
theory (DFT) has long been a method of choice for the
computational modeling of chemical problems of practical
interest because of its favorable computational costs, the
semiempirical nature of the DFT functionals has hindered their
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persistent success due to the lack of systematic improvability.
Wave function based quantum-chemical methods, which aim
at approximately solving the many-electron Schrödinger
equation from first-principles, offer a powerful alternative to
DFT. Coupled-cluster (CC) theory1−3 has emerged as a
broadly successful member of this family, especially in its
CCSD(T)4,5 variant with single and double excitations
augmented with a noniterative correction for triple excitations.
The pre-eminent success of CCSD(T) in achieving quantita-
tive accuracy in the calculation of energies, geometric
parameters, and spectroscopic properties of broad interest, in
cases where the target electronic state can be adequately
described by a single-determinant wave function, has
established this method as a “gold standard” of quantum
chemistry. Unfortunately, the steep N( )7 scaling of the
computational cost of CCSD(T), where N is a measure of the
system size, has confined its applicability to molecules
consisting of only 15−20 atoms when using traditional
sequential algorithms. Empowered by the advancements in
massively parallel computer architectures, as well as by the
recent developments in various cost-reducing approaches;
however, the CC method has risen to prominence in
computational chemistry during the past two decades.
Adapting a standard CCSD(T) implementation to modern

parallel computer architectures is a viable strategy for
expanding its applicability to large systems. Massively parallel
CC implementations are available in several quantum
chemistry programs, including NWChem,6,7 GAMESS,8

PQS,9,10 ACESIII,11 and Aquarius.12 A parallel implementation
of CCSD(T) not only speeds up the computation by
distributing the steep-scaling floating point operations
(FLOPs) over a number of parallel compute processes, but
in addition makes use of the aggregate storage capacity of all
nodes in a computer cluster for storing the requisite four-
center two-electron repulsion integrals (ERIs), the N4 scaling
storage cost of which presents a memory bottleneck. The
implementation in PQS employs distributed disk storage
through the Array Files middleware,13 while the implementa-
tions in NWChem and GAMESS employ the Global Arrays
(GA) toolkit14 and the Distributed Data Interface (DDI),15,16

respectively, for storing large data arrays in the distributed
random access memory (RAM) of a computer cluster. These
parallel implementations have successfully expanded the
applicability of the CCSD(T) method to calculations involving
∼1000−1500 atomic basis functions.7,9,17 However, the use of
the standard four-center ERIs imposes a performance limit to
these parallel CCSD(T) codes. The implementations that
employ a distributed memory model (GA or DDI) require a
large number of compute nodes for storing the large four-
center ERI matrix in order to make a large-scale CCSD(T)
computation feasible. Since the network communication
overhead associated with accessing data from the distributed
memory increases rapidly with the number of nodes, the
scalability of these codes is less than optimal when the number
of nodes becomes very large.
The large memory demands and the communication

bottlenecks of a standard CC program can be effectively
reduced by employing approximate tensor factorization
schemes.18−24 The most widely used tensor factorization in
the context of wave function based electron correlation
methods concerns applying the density fitting (DF)/
resolution-of-the-identity (RI) approximation25−29 or alter-
natively the Cholesky decomposition (CD)30−33 to the

standard four-center ERI matrix. In both DF/RI and CD
factorization schemes, the four-center ERIs are decomposed
into products of three-index tensors, the memory requirement
for which scales as N3. Unlike the four-center ERIs, these
three-index tensors can be stored in a replicated manner on the
RAM of each compute node. Use of the aggregate disk storage
or the distributed RAM of a large computer cluster then
becomes unimportant. A suitable integral-direct algorithm can
be designed that assembles the requisite four-center ERIs on
the fly. Fully or partially integral-direct RI/CD-CC algorithms
are becoming increasingly common,34−41 as they offer an
effective way to achieve improved parallel efficiency compared
to standard CCSD(T) algorithms using four-center ERIs
without compromising the accuracy. It is important to note
that the DF/RI or the CD approximation does not reduce the
computational scaling of the CC method, for example, the

N( )6 scaling of CCSD. However, they offer a better
factorization of the CCSD amplitude equations than do the
standard four-center ERIs. This factorization can be utilized to
arrive at a compact set of working equations, e.g., by
introducing a t1-transformed Hamiltonian,37,41 thereby reduc-
ing the overall computational task.
Achieving true reduced scaling for the CC methods requires

exploiting the short-range nature of dynamic electron
correlation and employing localized orbitals to represent the
ERIs as well as the cluster amplitudes. These localized orbitals
substitute the traditionally used canonical Hartree−Fock (HF)
orbitals that are spread over an entire molecule. A local CC
method is thus capable of treating a large molecule as a whole
at the expense of some accuracy (usually minor) and can in
practice achieve linear scaling with respect to memory and
computational costs. Following the pioneering work of Pulay
and Saebø,42−44 several local CC methods45−55 have been put
forth. The recently developed linear scaling domain-based local
pair-natural orbital CC (DLPNO−CC) approach advocated
by Neese and co-workers56−58 has emerged as one of the most
powerful local CC approaches because of its several extensions
beyond ground state energy calculations. It is important to
mention that the high efficiency of local CC approaches
derives mainly from the compact description of the correlated
wave function rather than from a massively parallel
implementation, even though most local CC programs take
advantage of parallel computer architectures.
While the present work is aimed at enabling applications to

macromolecular systems consisting of a few thousand atoms
described by a few hundred thousand basis functions, treating
the entire system at the CC level of theory is not intended.
Rather, the goal is to design a multilevel approach by
combining the CCSD(T) method with the well-known
fragment molecular orbital (FMO) approach.59−64 Such a
multilevel approach will facilitate the exploration of extended
systems, while retaining the high accuracy of the CCSD(T)
method. Li and Piecuch proposed an alternative multilevel
approach,65 which uses the local orbital framework of the
cluster-in-molecule (CIM) scheme51 and combines high-level
methods, such as the completely renormalized CC [CR-
CC(2,3)] theory66,67 with the second-order Møller−Plesset
perturbation theory (MP2) for treating the reactive and
nonreactive parts of large molecular systems. One bottleneck
of local orbital approaches like the CIM method is the need to
localize the orbitals of the entire system. Findlater et al.68

circumvented this problem by combining the CIM and FMO
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methods so that one only needs to localize the orbitals of
smaller fragments, rather than those of the entire molecule.
An attractive feature of the FMO approach is that its design

is ideally suited for taking advantage of massively parallel
computers. A molecular system is divided into fragments, each
of whose energy can be computed independently of the
energies of the other fragments. The individual fragment
calculations can then be distributed among separate groups of
compute nodes. One has the option of treating all pairs of
fragments (i.e., dimers) explicitly, resulting in the FMO2
method. Similarly, one can include trimers (FMO3) to capture
explicit three-body effects. For a multilevel scheme based on
the CCSD(T) method, maximum advantage of the coarse-
grained parallelism of the FMO approach can be taken if a
massively parallel CCSD(T) algorithm is designed, which not
only distributes the computational task among the compute
nodes in a group but also exploits the fine-grained parallelism
that is feasible with modern multiprocessor CPUs. The goal of
the present work is to develop such a massively parallel
CCSD(T) algorithm for closed-shell molecules within the
GAMESS (General Atomic and Molecular Electronic Structure
System) program suite.69,70 The DF/RI approximation for the
ERIs is employed in the present implementation to gain
parallel efficiency and reduce memory demands. However, the
cluster amplitudes are treated in the conventional way without
any tensor factorization. A combined FMO/RI-CCSD(T)
method will be reported in the future.
The FMO implementation within GAMESS uses the

Generalized Distributed Data Interface (GDDI)71 paralleliza-
tion model that partitions a number of nodes into groups, with
each group processing one fragment (usually a monomer or a
dimer). Within each group of nodes, one can implement fine-
grained parallelism for a chosen electronic structure method,
thereby enabling dual level parallelism. The GDDI model is
based solely on the Message Passing Interface (MPI) library. A
recent implementation of the MP2 method using the RI
approximation combined with the FMO approach (FMO/RI-
MP2)72 has shown that the communication overhead between
the intranode compute processes can be greatly reduced by
adopting a shared-memory thread-based parallelization model
using, e.g., OpenMP instead of MPI. The hybrid MPI/
OpenMP model of FMO/RI-MP2 has been shown to achieve
a 10× speedup in calculations involving medium to large water
clusters compared to the pure MPI-driven GDDI model.72

This hybrid MPI/OpenMP model is adopted also in the
present work for the implementation of RI-CCSD(T).
The algorithmic considerations employed here are guided by

two primary goals: to achieve good parallel scaling and to make
large-scale applications of the RI-CCSD(T) method feasible
even when computational resources are limited. An important
consideration is to make the developed programs usable for the
general computational chemistry community, while also taking
advantage of the most powerful computers available. To
accomplish these goals, a number of alternative algorithms
have been implemented for the RI-CCSD part. In general, this
work has focused on (i) reducing memory footprints at the
expense of slightly increasing the number of operations, (ii)
minimizing network communications and disk input/output
(I/O) operations, and (iii) maintaining vectorization of the
tensor contractions pertaining to the numerical evaluation of
various terms. The reported implementations use a fully
integral-direct algorithm and employ a set of amplitude-
dressed three-index intermediates.36,37,41 The (T) correction

algorithm developed in this work completely bypasses the
poorly scaling index permutation and vector addition
operations following a recent suggestion by Nagy and
Kaĺlay.41,54 Note that several alternative algorithms are possible
for the implementation of RI-CCSD(T), each of which has its
advantages and disadvantages. This work reports and tests only
a few of them. Section 2 presents the new factorized RI-CCSD
amplitude equations and the equations pertinent to the (T)
correction. Section 3 describes the details of the proposed
algorithm. Section 4 reports on the assessment of the parallel
efficiency of the new code. Section 5 presents an accurate
calculation of the basis set extrapolated interaction energy of
the π-stacked uracil dimer, as well as a model application to
study the energetics of a rhodium-catalyzed C−H bond
activation reaction.

2. THEORETICAL BACKGROUND
The closed-shell coupled-cluster wave function is given by

|Ψ ⟩ = ̂ |Φ ⟩Texp( )CC 0 (1)

where Φ0 denotes a single-determinant reference state, usually
a restricted HF (RHF) wave function, and the cluster operator
T̂ is defined as the sum of various n-electron excitation
components given by

∑̂ =
!

̂
···
···

···
···

···
···T

n
t E

1
n

i j k
a b c

abc
ijk

ijk
abc

, , ,
, , , (2)

In eq 2, tabc...
ijk... denote spatial orbital-based cluster amplitudes

corresponding to excitations from the occupied orbitals i,j,k,...
in Φ0 to the virtual or unoccupied orbitals a,b,c,... and Êijk...

abc...

denote spin-summed second-quantized excitation operators.73

The cluster amplitudes are determined via an iterative solution
of the nonlinear CC amplitude equations, which are derived by
substituting the ansatz of eq 1 into the electronic Schrödinger
equation, followed by projecting the similarity transformed
Hamiltonian operator exp(−T̂)Ĥexp(T̂) onto various n-
electron excited determinants. For the CCSD(T) method
considered in the present work, one needs to solve the CCSD
amplitude equations given by

= ⟨Φ | ̂ |Φ ⟩ =

= ⟨Φ | ̂ |Φ ⟩ =

− ̂+ ̂ ̂+ ̂

− ̂+ ̂ ̂+ ̂

R e He

R e He

0

0

i
a

i
a T T T T

ij
ab

ij
ab T T T T

( ) ( )
0

( ) ( )
0

1 2 1 2

1 2 1 2
(3)

which determine the amplitudes ta
i and tab

ij , respectively. In eq 3,
{Φi

a} and {Φij
ab} indicate singly and doubly excited

determinants.
The residuals Ri

a and Rij
ab are expressed in terms of the cluster

amplitudes ta
i and tab

ij , the Fock matrix elements f pq, and the
four-center ERIs (pq|rs) with p,q,r,..., etc., denoting general
(occupied or virtual) spatial orbital indices. The detailed
expressions for the residuals are well-known in the
literature.2,73 A number of factorization schemes have been
put forth for an efficient evaluation of the CCSD residuals by
identifying common intermediates.74−76

In the DF/RI approximation,25−29 the one-electron densities
ρpq(r) = ϕp(r)ϕq(r) in the standard four-center ERIs

∫ ∫ ϕ ϕ ϕ ϕ| =
| − |

pq rs d dr r r r
r r

r r( ) ( ) ( )
1

( ) ( )p q r s1 2 1 1
1 2

2 2
(4)

are substituted with fitted densities ρ̅pq(r) that are expanded in
a preoptimized auxiliary basis set {χP(r)} as
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∑ρ χ̅ = Cr r( ) ( )pq
P

N

pq
P

P

aux

(5)

with Naux denoting the dimension of the auxiliary basis set. The
fitting or expansion coefficients Cpq

P are in turn determined by
minimizing the error between the actual and the fitted densities
with a weight factor of 1/|r1 − r2|. This leads to

∑= | [ ]−C pq Q J( )pq
P

Q
QP

1

(6)

where the sum goes over the auxiliary basis functions. The
elements of the Coulomb metric matrix J are defined as

∫ ∫ χ χ=
| − |

J d dr r r
r r

r( )
1

( )PQ P Q1 2 1
1 2

2
(7)

and the three-center ERIs (pq|P) as

∫ ∫ ϕ ϕ χ| =
| − |

pq P d dr r r r
r r

r( ) ( ) ( )
1

( )p q P1 2 1 1
1 2

2
(8)

Substituting eqs 5 and 6 into eq 4 and using eq 8 one obtains

∑| = | [ ] |−pq rs pq P Q rsJ( ) ( ) ( )
P Q

PQ
,

1

(9)

The four-center ERIs (pq|rs) can be expressed as products of
three-center two-electron integrals, henceforth referred to as
“RI integrals”, as

∑| =pq rs B B( )
P

N

pq
P

rs
P

aux

(10)

by factorizing the Coulomb metric matrix J via the Cholesky
decomposition J = LLT, where L is a lower triangular matrix,
and by defining the RI integrals as

∑= | [ ]−B pq Q L( )pq
P

Q
QP

1

(11)

The accuracy of the RI approximation given by eq 10 depends
on the quality of the auxiliary basis set and its dimension Naux.
The commonly used auxiliary basis sets have been optimized
for individual atoms, atomic orbital (AO) bases, and for
different levels of theory. Although auxiliary bases optimized
for CC calculations are not available, it has been shown that
the auxiliary bases optimized for MP2 calculations can be used
also in CC calculations.37 These basis sets, which are indicated
with the “RI” extension to the AO basis name,77−79 have been
employed in this work.
A straightforward strategy to implement the CCSD

amplitude residuals given by eq 3 using the RI integrals
would be to preassemble and store the four-center ERIs and
substitute them in standard CCSD equations. This would
allow one to reuse an already available implementation.
However, the full advantage of the memory savings and an
improved parallel efficiency offered by the RI integrals can only
be exploited if the four-center ERIs are assembled on the fly.
Note that the computational cost associated with the integral
assembling according to eq 10 scales as N( )5 , which is an
additional cost in comparison to a CCSD implementation
using standard four-center ERIs. Hence, care should be
exercised to minimize the number of integral assembling
steps. This can be effectively done by devising a new
factorization scheme for the CCSD amplitude residuals that
groups together the terms in eq 3, which require a given class

of four-center ERIs, for example, (ij|kl), (ij|ab), (ia|jb), ..., etc.;
that is, (OO|OO), (OO|VV), (OV|OV), ..., where O and V
stand for occupied and virtual orbitals, respectively. Further
efficiency in the numerical evaluation of the CCSD residuals
can be achieved by defining a set of amplitude-dressed RI
integrals, the storage costs of which are identical with those of
the bare RI integrals. The following dressed RI integrals and
intermediates are used in this work

̃ = −t t t2ab
ij

ab
ij

ba
ij

(12)

∑= B t2P

m e
me
P

e
m

0
, (13)

∑= B tij
P T

e
je
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e
i, 1

(14)

∑= B tia
P T

e
ae
P

e
i, 1

(15)

∑= ̃B tia
P T

m e
me
P

ae
im,

,

2

(16)

= +Bij
P

ij
P

ij
P T, 1

(17)

∑= + + −B tia
P

ia
P
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P T

ia
P T

m
im
P

a
m, ,1 2

(18)

∑= −B B tab
P

ab
P

m
mb
P

a
m

(19)

The use of t1-dressed intermediates was recently proposed by
DePrince and Sherrill37 and was subsequently adopted by
Gyevi-Nagy et al.41 Epifanovsky et al.36 also employed similar
intermediates with an additional t2-dressed intermediate as
defined in eq 16. The use of these intermediates makes the
CCSD amplitude residuals highly compact by folding onto
themselves a large number of terms in the expression of Rij

ab,
which correspond to couplings between t1 and t2 amplitudes.
One specific advantage of using these intermediates is that the
(VV|VO)-type ERIs or intermediates labeled with three virtual
and one occupied indices do not appear in the RI-CCSD
residuals. These ERIs present a memory bottleneck in standard
CCSD implementations employing four-index ERIs. Note that
the proposed algorithm uses only molecular orbital (MO)-
based RI integrals and intermediates and that the AO-to-MO
transformation of the RI integrals is performed only once prior
to the beginning of the RI-CC step. The RI-CCSD amplitude
residuals used in this implementation are given in terms of the
intermediates defined in eqs 12−19 as

= ∑ ⊗

+∑ ∑

+∑ + ∑
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3 3
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(20)
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and the CCSD energy is given by

∑ ∑ ∑= + − +E f t B B B B t t t2 (2 )( )
i a

ia a
i

i j
a b

P
ia
P

jb
P

ib
P

ja
P

ab
ij

a
i

b
j

CCSD
, , ,

,

(22)

The terms in eq 20 have been labeled as “groups” since each of
them includes multiple terms through the pq

P intermediates.
The construction of the first term in eq 20 is analogous to
assembling the (ia|jb)-type ERIs from the corresponding RI
integrals. These terms have been labeled as the (ia) ⊗ (ib)
group because of this analogy. The second and the third terms
in eq 20 have been labeled according to the classes of the four-
center intermediates involved in them, namely, the “particle−
particle ladder” (PPL) group involves (VV|VV)-type inter-
mediates and the “hole−hole ladder” (HHL) group involves
the (OO|OO)-type intermediates. The last two terms in eq 20
have been labeled as the “ N N( )O V

3 3 group” according to the
scaling of the computational cost associated with the tensor
contractions involved in their evaluation.
The dressed Fock matrices appearing in eqs 20 and 21 are

defined as

∑ ∑ ∑= + −f B Bia ia
P

ia
P P

m P
ma
P

mi
P T

0
, 1

(23)

∑ ∑ ∑

∑ ∑

δ= − + −

+

f B B

B

(1 )ij ij ij
P

ij
P P

m P
mi
P

mj
P T

e P
ie
P

je
P T

0
,

,

1

2

(24)
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and the four-index I intermediates are defined as

∑ ∑=I B B tmn
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∑ ∑=I B B tbm
je

n f P
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mf
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bf
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, (27)

∑ ∑=I B B tmb
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n f P
ne
P

mf
P

fb
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, (28)

The permutation operator appearing in eq 20 is defined as

̂ = +X X Xij
ab

ij
ab

ij
ab

ji
ba

(29)

where Xij
ab is a generic notation for any two-body contribution

to Rij
ab.

In this implementation, the evaluation of the noniterative
triples corrections to the CCSD energy follows the widely used
the “ijkabc” algorithm proposed by Rendell et al.80,81 For an
elaborate discussion on alternative algorithms for the (T)
correction, the reader is referred to ref 81. The algorithm in
this work utilizes the 6-fold permutational symmetry of the
spatial orbital-based triples amplitudes and the associated
intermediates

= = = = =X X X X X Xabc
ijk

bac
jik

acb
ikj

bca
jki

cab
kij

cba
kji

(30)

by constructing all six-index tensors within restricted loops
over occupied indices i ≥ j ≥ k. This allows one to store them
as Xijk (abc), which reduces the storage cost for a six-index
tensor from 8NO

3NV
3 to 8NV

3 bytes (where NO and NV denote
the number of correlated occupied and virtual orbitals,
respectively). Throughout the paper, the tensor notation
Apqr···(stu...) is used to indicate that the superscript indices p, q,
r, ... are fixed inside a loop, while the tensor is stored in terms
of the full set of indices s, t, u, ... shown within the parentheses.
The second-order triples amplitudes t[2]abc

ijk are defined via

∑ ∑ ∑ ∑

≡

= ̂ − +

[ ]
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(31)

where the denominator Dabc
ijk is given by

= + + − − −D f f f f f fabc
ijk

ii jj kk aa bb cc (32)

and the permutation operator ̂
ijk
abc

generates the sum of all six
permutations given in eq 30 by its action on any one of them.
Within the ijkabc algorithm, the (T) correction to the energy is
given by80

∑ ∑

δ δ δ δ
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(33)

In eq 33, the summation over occupied indices excludes the
case i = j = k, which is indicated by the notation Σ′. The
various intermediates are defined as

= +

+ +

+ +

X abc W abc V abc W bca V bca

W cab V cab W bac V bac

W acb V acb W cba V cba

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

ijk ijk ijk ijk ijk

ijk ijk ijk ijk

ijk ijk ijk ijk

(34)

= + +Y abc V abc V bca V cab( ) ( ) ( ) ( )ijk ijk ijk ijk (35)

= + +Z abc V bac V acb V cba( ) ( ) ( ) ( )ijk ijk ijk ijk (36)

where the intermediate V is given by
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= + + +V abc W abc B B t B B t B B t( ) ( )ijk ijk
ia
P

jb
P

c
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P
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j

jb
P

kc
P

a
i

(37)

It is important to note that a restricted inner loop over virtual
indices a, b, c is used when computing the final energy
contribution80 via eq 33, even though the various six-index
intermediates defined above are stored for the full set of virtual
indices. The use of restricted loops a ≥ b ≥ c reduces the
computational task associated with the evaluation of E(T).

3. ALGORITHM
The detailed algorithms for the individual terms in the RI-
CCSD residuals and for the (T) correction are presented in
sections 3.1 and 3.2, while certain general features are outlined
below. All of the new features have been implemented into the
GAMESS program suite.69,70

In order to reduce storage costs for the t2 amplitudes and the
Rij
ab residuals, the permutational symmetry of these spatial

orbital-based tensors, e.g., tab
ij = tba

ji is exploited by storing them
with the index restriction i ≥ j. This not only reduces the
memory cost from 16NV

2NO
2 to 8NV

2NO(NO + 1) bytes, but also
reduces the hard disk storage for the t2 amplitudes. The only
disk I/O operations in the new implementation involve reading
and writing the amplitude vectors for a number of iterations,
which is essential for ensuring fast convergence of the CCSD
iterations via the direct inversion of the iterative subspace
(DIIS) procedure. The t2 amplitudes and the Rij

ab residuals are
the only four-index quantities that are stored in a replicated
manner on each MPI rank. Therefore, the applicability limit of
the code in terms of the system size is mostly determined by
the size of the corresponding doubles amplitude (T2) and the
residual matrices (R2). The evaluation of the various terms in
the CCSD residuals requires a repeated symmetry unfolding of
these two matrices. However, these are lower operation-count
tasks compared to tensor contractions and the additional
expenses are expected to be compensated for via OpenMP
parallelization.
As noted above, the RI integrals and the amplitude-dressed

intermediates defined in eqs 17−19 entail a cubic-scaling
memory cost. The options of storing the bare RI integrals
either in a replicated manner on each MPI rank or in the
distributed memory of all MPI ranks using the DDI
framework15,16 of GAMESS have been implemented. The
intermediates of eqs 17−19 are always stored in the replicated
memory, as they need to be iteratively updated. A distributed
storage of the four-center ERIs was an important algorithmic
strategy for the massively parallel CCSD(T) implementation
by Olson et al.,8 while this is optional for the current RI-
CCSD(T) code. Although the cubic-scaling RI integrals do not
generally present a memory bottleneck, storing them in the
distributed memory might be helpful when the available
memory per node is small. This distributed storage entails an
additional network communication cost associated with
fetching the RI integrals repeatedly.
To reduce communication among the MPI ranks, the

intermediates of eqs 12−19, the singles residual given in eq 21,
and the dressed Fock matrices defined in eqs 23−25 are all
constructed in a replicated manner on every MPI rank. The
storage costs for the associated quantities are at most cubic
scaling and they are constructed in OpenMP parallel batches
with each batch requiring computational costs scaling as N( )3

. Only the contributions to the doubles residual Rij
ab given in eq

20 are constructed in a distributed manner, which requires a

global reduction of the blocks of the R2 matrix constructed on
various MPI ranks. In the GAMESS implementation, this
reduction operation is performed only once per CCSD
iteration after all contributions in eq 20 have been added to
Rij
ab. The remaining communication-bound steps include the

global reduction of the RI-MP2 guess t2 amplitudes prior to
CCSD iterations, and the broadcasting of the updated
amplitudes from the master MPI rank to all others in every
iteration. The disk I/O bound DIIS extrapolation is performed
in serial only on the master, which necessitates the broad-
casting step.

3.1. Integral-Direct Parallel Implementation of the
CCSD Amplitude Equations. It is well-known that the
particle−particle ladder (PPL) term in the CCSD doubles
residual is the most expensive contribution.6−8 This term
presents both a memory bottleneck by requiring the (ae|bf)
class of ERIs [i.e., the (VV|VV) ERIs] and is also the time
determining step in a CCSD iteration. The common approach
to reduce the high memory demand is to employ four-center
ERIs partially labeled with AO indices.6,8,9,45 The computa-
tional time can be effectively reduced by employing symmetric
and antisymmetric combinations of the t2 amplitudes and the
ERIs,6,73,37,41 which reduces the number of FLOPs from NO

2NV
4

to ∼NO
2NV

4/4 by invoking the index restrictions a ≥ b, e ≥ f, i ≥
j. This strategy is adopted in the new implementation.
However, an AO-driven algorithm is not implemented since
the PPL group of eq 20 is constructed from the dressed ab

P

intermediates in lieu of bare RI integrals. These intermediates
subsume contributions from terms that require the (VV|VO)-
type ERIs (see, e.g., ref 40.). The current algorithm avoids an
explicit assembling of these ERIs in the RI-CCSD step as they
present additional memory bottlenecks.
Within the RI approximation, the PPL group is constructed

via37,41

∑=≥a b
ef

P
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P
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P

(38)
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≥
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+
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i j
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i j
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(42)

σ σ= − ≠≥
+

≥
≥ −

≥
≥R b aifi j

ba
i j
a b

i j
a b

(43)

where the quantities ± and t± indicate symmetric and
antisymmetric combinations of the ERIs and the t2 amplitudes,
respectively, and σ± denote the intermediate contributions to
the doubles residuals. The index restrictions applicable to each
tensor are indicated explicitly in eqs 38-43.
The integral-direct algorithm described here requires

integral assembling according to eq 38. In principle, a single
integral assembling step should suffice to construct both ±

contributions of eq 39, and this would in turn reduce the
integral assembling cost by a factor of 2 compared to the naıv̈e
algorithm that employs unrestricted loops over a and b.
However, each of the ± matrices entails a storage cost scaling
as NV

2 (NV + 1)2/4. Even if these matrices are constructed in
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blocks over a number of MPI ranks as described below, the
memory requirement per MPI rank for storing both ±

matrices simultaneously would be very high, and this would
become a limiting factor for the system size that can be
handled with the code. To keep the memory demand
moderate, the ± matrices are constructed one at a time. In
effect, the algorithm constructs all symmetric contributions in
eqs 39−41 first, digests them via eqs 42 and 43, and then
constructs all antisymmetric combinations in the same memory
space. In addition to memory savings for the ± matrices, this
strategy allows one to save quartic-scaling memory associated
with two sets of the t± and σ± matrices as well. The downside
is that the algorithm does not take advantage of the
aforementioned 2-fold savings in the number of FLOPs
associated with integral assembling. However, there is no need
to compromise on the reduced number of FLOPs, NO

2NV
4/4,

associated with the main contraction step of eq 41. Eq 41
entails two different contractions, which need to be evaluated
separately anyway.
Scheme 1 depicts the hybrid MPI/OpenMP parallel

algorithm for the PPL group, where the two contributions

involving the ±, t±, and σ± matrices have been combined for
brevity. This algorithm distributes the restricted outer loops
over a and b among MPI ranks. The four-index intermediates
of eq 39 are assembled in blocks on various MPI ranks, which
in turn permits scaling down the memory cost for storing (one
of) the ± matrices as NV

2(NV + 1)2/4nMPI, where nMPI
denotes the number of MPI ranks. On each MPI rank, the
computational tasks are further parallelized via OpenMP. As
shown in Scheme 1, each OpenMP thread assembles subblocks
of the ± matrices (line 4) at a computational cost scaling as

N N( )V
2

aux . The tensor contractions of eq 41 are performed via
matrix−matrix multiplications using the basic linear algebra
subprogram (BLAS) DGEMM, which contributes to the
efficiency of this algorithm.
Despite the high efficiency of the above algorithm, the NV

2

(NV + 1)2/4 scaling memory requirement associated with the
storage of the ± matrices may become overwhelming in
large-scale applications. As discussed above, the applicability of
this algorithm depends on the number of MPI ranks that can
be assigned to a calculation. For calculations involving NV ≥

1000, a large number of MPI ranks will be needed to effectively
scale down the high memory demand. On a typical small
computer cluster that does not have a very large number of
compute nodes or has a small to moderate amount of main
memory (RAM) per node (e.g., up to 125 GB), the use of the
above algorithm will impose a limit to large-scale applications.
Since an important focus of the current RI-CCSD(T)

development is to make the program usable for the broad
computational chemistry community, a second algorithm for
constructing the PPL group has been implemented, which is
shown in Scheme 2. In the remainder of this Article, the

algorithm outlined in Scheme 1 is referred to as algorithm A
and the one outlined in Scheme 2 is called algorithm B.
Algorithm B uses an identical loop structure and computa-
tional work distribution among MPI ranks and OpenMP
threads as algorithm A. The primary difference lies in
assembling the intermediates of eq 39 and performing the
contractions for a f ixed pair of outer indices a and b. In other
words, each OpenMP thread assembles single columns of the

± matrices, contracts them with t±, and finally updates a
single row of the residual matrix R2 at a time. The contractions
of eq 41 are thus evaluated via matrix-vector multiplication
using the level-2 BLAS procedure DGEMV. This algorithm
entails only NV(NV + 1)/2 scaling memory cost for storing
single columns of each of the ± matrices and is thus much
more memory-economic than algorithm A. The reduced
memory demand is utilized for storing both of the ±

matrices simultaneously unlike in algorithm A. The reduced
vectorization of the contraction steps makes this algorithm
intrinsically slower than algorithm A. However, algorithm B
should scale as well as algorithm A in the parallel sense, as the
distribution of the computational task is similar in both cases.
Section 4 compares the parallel scaling of these two algorithms
and also their relative memory requirements in a fairly large
application.
Apart from the PPL group, the last two terms in eq 20 also

present computational bottlenecks in calculations involving
large systems. The PPL group dominates the computational
time for CCSD iterations when large AO basis sets are
employed for small to moderate-sized molecules. However, as
the number of correlated electrons (hence also NO) increases,
the N N( )O V

3 3 scaling terms become nearly as expensive as the
PPL group. Furthermore, these terms entail four-index
intermediates as defined in eqs 27 and 28. Even within the

Scheme 1. Algorithm A for the Evaluation of the PPL Group
in Eq 20

Scheme 2. Algorithm B for the Evaluation of the PPL Group
in Eq 20
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RI approximation, these intermediates cannot be reduced to

three-index quantities36,37,41 similar to the ones used for the

PPL group. Therefore, a careful optimization of the algorithm

is needed for an efficient parallel implementation of these

terms that bypasses the actual storage of four-index

intermediates or assembles them in a distributed manner.

Scheme 3 represents the algorithm for the N N( )O V
3 3 group.

In this algorithm, the four-index intermediates given in eqs 27
and 28 are constructed in blocks by splitting the loops over the
contracted index pair (m, e) among a number of MPI ranks,
nMPI. Hence, the memory required for storing them scales as
NO

2NV
2/nMPI. The computational costs associated with the

assembling of integrals (or the intermediates) shown in
lines 3,5 of Scheme 3 scale as N N N( )O V aux . Importantly, the I
intermediates are directly constructed with the correct index
permutations that are necessary for contracting them with t2
amplitudes. This is an advantage of an integral-direct RI-CCSD
algorithm. If standard four-center ERIs were employed or if
they were assembled prior to CCSD iterations, index
permutations would be necessary before each contraction.
These index permutations would have to be performed
repeatedly in each iteration. Alternatively, the same class of
four-center ERIs can be stored with multiple index
permutations as in the parallel CCSD(T) code of Olson et
al.8 This program stores 7 permuted arrays of size 8NO

2NV
2 bytes

in the distributed memory. The costs incurred in both choices
are completely avoided in the present algorithm. All
contractions shown in lines 9,10 and 13,14 of Scheme 3 are
performed via matrix−matrix multiplications within OpenMP
parallel loops over occupied indices i or j requiring an

N N( )O V
2 3 scaling of the computational cost. The symmetry

unfolding of the T2 matrix is also performed within the same
loops. All tensors or their blocks required in this algorithm are
either fully available or assembled on each MPI rank, which
eliminates network communication altogether.

The above algorithm for the N N( )O V
3 3 group involves the

distributed assembling of two quartic memory-scaling I
intermediates. If algorithm A is employed for the PPL group,
the memory required for storing one of the ± matrices
dominates the memory need for the full RI-CCSD(T)
calculation. It is then trivial to store both I intermediates.
For the memory-economic algorithm B for the PPL group, on
the other hand, a complementary low memory demanding
algorithm is needed for the N N( )O V

3 3 group. This is the
purpose for the development of a second algorithm for these
terms, which is shown in Scheme 4. The GAMESS RI-

CCSD(T) program combines the efficient but memory-
expensive algorithms described in Schemes 1 and 3 into
“algorithm A”, and the memory-economic but slower
algorithms shown in Schemes 2 and 4 into “algorithm B” in
actual calculations depending upon the input options. Because
of its higher computational efficiency, algorithm A has been
chosen as the default option.
The algorithm shown in Scheme 4 bypasses the storage of

any quartic memory-scaling tensor by performing all integral
assembling and contraction steps within a loop over the
contracted virtual index e. This loop is parallelized via the
hybrid MPI/OpenMP scheme. The I intermediates of eqs 27
and 28 are stored as cubic memory-scaling arrays. The
remaining tensors used in this algorithm also require at most
cubic-scaling memory. Note that the inner loops in Scheme 4
are not parallel. Within such an algorithm, reducing the
computational scaling of the contraction steps (lines 10,11 and
14,15) as much as possible was found to be beneficial for the
efficiency. This is done by performing these contractions
within loops over combined indices (j, n) or (i, j) (lines 8,13 of
Scheme 4), which results in an N N( )O V

2 scaling of the
computational cost for each contraction. It is important to note
that vectorization of the tensor contractions is not lost in this
algorithm compared to the algorithm of Scheme 3. All
contractions are performed via matrix−matrix multiplications

Scheme 3. Algorithm A for the Evaluation of the N N( )O V
3 3

Group in Eq 20

Scheme 4. Algorithm B for the Evaluation of the N N( )O V
3 3

Group in Eq 20
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in both algorithms. However, each OpenMP thread has to
perform more work in the algorithm of Scheme 4.
The remaining terms in eqs 20 and 21 are computationally

less expensive and do not require an extensive optimization.
Both algorithms A and B use the same implementation for
these terms. The HHL group of eq 20 is constructed within an
MPI/OpenMP parallel loop over a contracted occupied index
m. This allows one to store all tensors with at most cubic-
scaling memory. The algorithm imposes the index restriction i
≥ j for storing the I intermediate defined in eq 26, since this
restriction is compatible with the storage of the Rij

ab residual.
This reduces the memory need for storing this I intermediate
by a factor of 2. Furthermore, this loop restriction allows the
construction of the I intermediate without a symmetry
unpacking of the T2 matrix. The pertinent contractions are
performed with a computational cost scaling as N( )5 .
In every CCSD iteration, the first step is to construct the

intermediates of eqs 13−16 one at a time and digest them
immediately by evaluating all quantities to which they
contribute, namely, the dressed Fock matrices of eqs 23−25,
the singles residual Ri

a defined in eq 21, and the ij
P and ia

P

intermediates of eqs 17 and 18. The ab
P intermediate does

not depend on the intermediates of eqs 13-16, and therefore,
no memory is allocated for ab

P until the other intermediates
have been consumed and discarded. Once all terms in eqs
23−25 are constructed, the dressed Fock matrices are digested
into both Ri

a and Rab
ij residuals and discarded. Following this

order of operations allows the construction of the full singles
residual alongside the construction of the intermediates of eqs
13−16 and the dressed Fock matrices. The next step is to

compute the (ia) ⊗ (jb) group of eq 20 and discard the ia
P

intermediate. The only remaining intermediate at this stage is

ij
P, which is needed for both HHL and the N N( )O V

3 3 groups

of eq 20. On the other hand, the ab
P intermediate is required

for the PPL and N N( )O V
3 3 groups. Hence, one needs to store

both ij
P and ab

P intermediates simultaneously. The PPL

and the N N( )O V
3 3 groups are first constructed and the ab

P

intermediate is discarded. The final step in the construction of
the CCSD residuals is to add the HHL group, followed by a
global reduction of the Rab

ij residuals from all MPI ranks.
3.2. Parallel Implementation of the Perturbative

Triples Correction. The perturbative triples correction is
the most compute-intensive step in an RI-CCSD(T)
calculation with the numerical evaluation of the Wijk(abc)
intermediate defined in eq 31 being the major computational
task. Within the restricted loop structure of the ijkabc
algorithm, one needs to account for the 6-fold permutational
symmetry of the triples amplitudes explicitly. This leads to a
total of 12 tensor contractions through eq 31.
A common approach to implement the ijkabc algorithm is to

store the Wijk(abc) intermediate as a vector of length NV
3 . The

terms on the right-hand side of eq 31 are evaluated via matrix−
matrix multiplications. One specific drawback of this algorithm
is the difficulty of adding the results of matrix multiplications
under different permutations of eq 30 to correct locations of
the Wijk(abc) array. This is illustrated with the first three
permutations of eq 30 and only the first term on the right-hand
side of eq 31.

Scheme 5. Algorithm for the (T) Correction
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where the V matrix stores the four-center ERIs (jm|kc). Unlike
the ω(abc) intermediate of eq 44, the ω(bac) and ω(acb)
intermediates of eqs 45 and 46 cannot be directly added to
Wijk(abc) without permuting the compound vector indices bac
or acb to the correct order abc. A simple way to add the
contributions of eqs 44−46 is to accumulate the initial results
of matrix multiplications into an auxiliary array ω of length NV

3

as shown above, followed by an index permutation operation
on ω and a vector addition (via DAXPY) to the Wijk(abc)
array. This strategy is suitable for a parallel implementation,
since it is possible to define 12 independent parallelizable tasks,
each consisting of a matrix multiplication, an index
permutation, and a vector addition. Alternatively, the vector
addition step may be skipped and the results of matrix
multiplications may be directly added8 to Wijk(abc) after index
permutations. However, the various permutations then become
mutually dependent, thereby making parallelization difficult.
The index permutation and vector addition operations

involved in both of the above cases are much less efficient than
the matrix multiplications.10 In a compute-intensive process,
such as the (T) correction, these tasks might become
competitive with the more efficient matrix multiplications
and are likely to obviate much of the parallel efficiency.
Recently, Nagy and Kaĺlay41,54 proposed an algorithm that
partially or completely eliminates these poorly scaling tasks by
exploiting the intrinsic permutational symmetries of the spatial
orbital-based ERI and T2 tensors. A similar strategy is
employed in the implementation described here.
The key idea is to store the Wijk(abc) intermediate as a

three-index array Wijk(a,b,c) of the same length NV
3 as the

corresponding vector, and to evaluate the various contributions
of eq 31 within a loop over a virtual index, for example, b. Since
this index is fixed within the loop, Wijk(a,b,c) can be practically
treated as a two-index array. While explicit permutations of the
compound vector indices are necessary when adding the
results of matrix multiplications to the vector Wijk(abc), these
results can be directly added to a two-index array via simple
matrix transpositions. In fact, no separate matrix transposition
is necessary and the results of the matrix multiplications can be
directly brought into the correct index order, for example,
Wijk,b(a,c) simply by controlling the first two arguments of the
DGEMM routine (that are related to matrix transposition) and
by altering the order of the ERI and T2 matrices in the
DGEMM call. This strategy can be applied to all 12
contributions, thereby eliminating all index permutations and
vector additions. Scheme 5 illustrates the implemented
algorithm for the (T) correction schematically, where the
inner loops over virtual indices are OpenMP parallel. A
minimum of two inner loops is required for accumulating all 12
contributions of eq 31 within the OpenMP parallel algorithm
in order to avoid race conditions.

The first term on the right-hand side of eq 31 involves a
summation over the occupied index m, which in turn requires
the full symmetry unpacked T2 matrix. Since repeated
symmetry unpacking within the i ≥ j ≥ k loops would further
increase the already large computational load, the symmetry
unpacking is performed prior to the i ≥ j ≥ k loops. The
symmetry unpacked t2 amplitudes are stored into a single T2′
matrix that requires 8NO

2NV
2 bytes of memory. Both the original

symmetry packed T2 matrix and the residual matrix R2 are
discarded, as they are no longer needed. Moreover, the T2′
matrix is stored as a four-index array T2′ (a, b, i, j). This allows
the algorithm to access both tij

ab and tij
ba amplitudes for the fixed

indices j and b (within loops) as the submatrices T2′ (:,b,:,j)
and T2′ (b,:,:,j) without any index permutation. The ERIs
needed for evaluating the right-hand side of eq 31 are also
stored in a similar way.
Repeated integral assembling operations within the i ≥ j ≥ k

loops are likely to slow down the computation even with MPI/
OpenMP parallelization. Therefore, the best strategy is to
assemble the integrals outside the i ≥ j ≥ k loops. Two classes
of four-center ERIs are needed for computing the contribu-
tions of eq 31, namely, (ij|ka) and (ab|ci) [i.e., the (OO|OV)
and the (VV|VO) classes]. The storage cost for the (OO|OV)
ERIs scales as NO

3NV. These ERIs are fully preassembled and
stored in the algorithm described here. The storage cost for the
(VV|VO) ERIs scales as NONV

3 . For large-scale applications,
storing the full (VV|VO) ERI matrix on each MPI rank would
be tremendously memory-expensive. For this reason, they are
preassembled for a limited number of occupied orbitals ilen ≤
NO as long as memory is available (lines 2−6 of Scheme 5). As
stated above, the large quartic memory-scaling residual matrix
R2, as well as all intermediates required for the CCSD
iterations, are discarded once the iterations have converged.
The memory thus released is used for storing a fraction of the
preassembled (VV|VO) ERIs, while the remaining ERIs need
to be assembled within the i ≥ j ≥ k loops. Reducing the
integral assembling task partly in this way, or fully in the case
of small to moderate-sized applications, is highly beneficial for
reducing the wall time for the triples correction step.
Note that the memory demand for the full RI-CCSD(T)

calculation is determined by the RI-CCSD step. No additional
memory is allocated for triples corrections. If algorithm A is
employed for RI-CCSD, the memory required for the
evaluation of the PPL group is large enough to allow the
storage of the preassembled (VV|VO) ERIs for about 40−60%
of the occupied orbitals even in fairly large applications (e.g.,
for calculations involving 1066 AO basis functions reported in
section 5.2, these ERIs could be stored for up to 49% of the
occupied orbitals). For the memory-economic algorithm B, on
the other hand, the memory demand for the RI-CCSD step is
small, and therefore, a smaller number of (VV|VO) ERIs can
be preassembled. Thus, the choice of the algorithm for RI-
CCSD influences the efficiency (wall time) of the (T)
correction by controlling the fraction of the preassembled
(VV|VO) ERIs.
The minimum memory requirement for the perturbative

triples correction amounts to the sum of (a) 8(NO
2 + NV

2 +
NONV)Naux bytes for storing the RI integrals, (b) 8(NO + NV)
bytes for storing the orbital energies, (c) 8(NO

2NV
2 + NONV)

bytes for storing the symmetry unpacked T2′ and T1 amplitude
matrices, (d) 8NO

3NV bytes for storing the full set of
preassembled (OO|OV) ERIs, and (e) four three-index arrays
each of size 8NV

3 bytes. In this minimal memory route, all (VV|
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VO) ERIs are assembled within the i ≥ j ≥ k loops. Three
arrays of size 8NV

3 bytes are used for storing these ERIs for the
indices i, j, and k, while the fourth one is used for storing the
Wijk(a,b,c) matrix. The construction of the Vijk(a,b,c)
intermediate of eq 37 requires the (OV|OV) class of ERIs.
However, these ERIs are needed only for specific occupied
index pairs (i, j), (j, k), and (k, i) unlike the full set of (OO|
OV) or (VV|VO) ERIs. In the new algorithm, the (OV|OV)
ERIs are assembled within the i ≥ j ≥ k loops after all
contributions to eq 31 have been added. This facilitates the
reuse of the three arrays of size 8NV

3 bytes for storing the
assembled (OV|OV) ERIs, which were initially used for storing
the (VV|VO) ERIs. For example, the Vij (a, b) ERI matrix of
size 8NV

2 bytes is stored as Vij(a, b, 1) in a three-index array.

4. PERFORMANCE ANALYSIS
In this section, the parallel efficiency of the RI-CCSD(T)
program in GAMESS is analyzed and the relative memory
requirements for algorithms A and B for the RI-CCSD
iteration are compared. All calculations were performed on two
local computer clusters, namely, “cj” at Ames Laboratory and
“Nova” at the high-performance computing facility of the Iowa
State University. Each compute node of cj consists of two 12-
core Intel Xeon E5-2695 v2 processors and has 126 GB of
RAM, while the compute nodes of Nova are equipped with
two 18-core Intel Skylake 6140 Xeon processors and have
either 192 or 384 GB RAM capacities. The compute nodes of
cj and Nova are interconnected through the InfiniBand FDR
(56 Gbps bandwidth) and EDR (100 Gbps bandwidth)
networks, respectively. Most calculations related to perform-
ance and accuracy benchmarks were performed on cj, while the
large-scale calculations reported in sections 4.3 and 5 were
performed on Nova. In addition, the multinode performance of
the program was tested on the US supercomputer “Theta” at
the Argonne Leadership Computing Facility (ALCF). Theta is
a Cray XC40 supercomputer comprised of 64-core Intel KNL
7230 compute nodes and has 192 GB of memory per node.
The GAMESS program suite was compiled with the Intel
compiler version 18.3, the Intel MPI library, and the serial
version of the MKL. The implemented RI-CCSD(T) program
has been made available through the September 2020 public

release of GAMESS (https://www.msg.chem.iastate.edu/
gamess/index.html).
The RI-CCSD(T) program uses the DDI framework15,16 of

GAMESS and avoids explicit use of MPI directives. The DDI
model is general and can be compiled with any standard MPI
library. The DDI runs an equal number of compute processes
and data servers on each node.15 The former execute the actual
computation, while the latter are involved in communicating
data stored in the distributed memory. The numbers of MPI
ranks per node mentioned in the following sections refer only
to the compute processes. For all calculations, the OpenMP
threads were bound either to physical cores (on Nova) or to
hardware threads (two and four per physical core on cj and
Theta, respectively) with OMP_PROC_BIND = close. The
MPI processes were pinned onto the domains of OpenMP
threads via I_MPI_PIN_DOMAIN = omp, with the domain
size specified via OMP_NUM_THREADS.
The correlation-consistent cc-pVXZ82 and aug-cc-pVXZ83

(X = D, T, Q) basis sets were employed in all benchmark
calculations used for testing the accuracy and the parallel
performance of the RI-CCSD(T) program along with the
matching cc-pVXZ-RI and aug-cc-pVXZ-RI auxiliary basis
sets.78 For the large-scale calculations reported in sections 4.3
and 5.2, the triple-ζ valence basis set with polarization
functions, def2-TZVPP,84 was used along with the def2-
TZVPP-RI77 auxiliary basis set. All calculations employed the
frozen core approximation.

4.1. Multithreaded Performance. The multithreaded
performance of the RI-CCSD(T) program was tested with a
(H2O)10 cluster using the cc-pVDZ/cc-pVDZ-RI basis sets.
Although this is a very small system for testing the parallel
efficiency, it was chosen here for comparison with certain other
parallel RI-CCSD(T) implementations reported recently,40,41

namely, those in the FHI-aims85 and the MRCC program
suites.86 The MRCC program suite was compiled on cj with
the same compiler and libraries as was used for GAMESS to
ensure that the results from both programs are obtained with
identical hardware settings. The wall times for the RI-CCSD
iteration and the speedup values relative to the single-thread
computation obtained with the GAMESS and MRCC
implementations are compared in Figure 1. In addition, Figure

Figure 1.Multithreaded performance of the RI-CCSD iteration for different implementations tested with a (H2O)10 cluster using the cc-pVDZ/cc-
pVDZ-RI basis sets. (a) Wall times and (b) speedup values relative to the wall time for the single thread computation. Two different settings were
employed in the calculations using MRCC, namely, (i) using the sequential BLAS and avoiding nested OpenMP parallelism (denoted as ccsdth =
n, mkl = seq) and (ii) using the threaded BLAS and assigning two OpenMP threads to the outer parallel regions (denoted as ccsdth = 2, mkl = thr).

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.1c00389
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

K

https://www.msg.chem.iastate.edu/gamess/index.html
https://www.msg.chem.iastate.edu/gamess/index.html
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00389?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00389?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00389?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.1c00389?fig=fig1&ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.1c00389?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


1 compares the speedup values obtained with the FHI-aims
code. The wall times for the FHI-aims code were taken from
ref 40. Hence, they are not directly comparable. However, the
speedup values can be expected to be independent of hardware
settings used for compiling the program.
It is important to note that the MRCC implementation uses

nested OpenMP parallelism and threaded BLAS, none of
which are used in the GAMESS implementation. Therefore, a
fair comparison would require using sequential BLAS for the
MRCC implementation and associating all OpenMP threads
only with the outer parallel regions. In Figure 1, these results
are indicated as “MRCC (ccsdth=n,mkl=seq)” with n = 1−16,
where “ccsdth” (or “ccsdthreads”) is the number of OpenMP
threads associated with the outer parallel regions. As Figure 1
indicates, this setting does not lead to the best performance for
the MRCC implementation. Hence, a second set of results was
obtained with threaded BLAS and by assigning two OpenMP
threads to the outer parallel regions (except for the single
thread calculation). These results are indicated as “MRCC
(ccsdth=2,mkl=thr)” in Figure 1.
The wall times for the RI-CCSD iteration using the

GAMESS algorithm B are 3−4 times larger than those for
the algorithm A. Figure 1a indicates that the wall times for
these two algorithms do not become closer as the number of

OpenMP threads increases. However, as hypothesized in
section 3.1, both algorithms are found to exhibit a similar
strong scaling with 10.5× and 9× speedups on 16 threads for
algorithms A and B, respectively (see Figure 1b). Figure 1a
shows that the MRCC implementation takes nearly half as
much wall time per RI-CCSD iteration as does the GAMESS
algorithm A when the former is invoked with threaded BLAS
and nested OpenMP parallelism. This may be attributed to the
fact that the GAMESS algorithm A constructs the symmetric
and antisymmetric combinations defined in eqs 39−41 in two
steps in order to save memory. Figure 1b indicates that both
GAMESS algorithms for the RI-CCSD iteration show good
speedups that are comparable to the implementations in other
program suites, namely, between 9× and 11× with 16 threads.
Figure 2 shows the speedups for the two most expensive

steps involved in the RI-CCSD iteration, namely, the
construction of the PPL and the N N( )O V

3 3 groups. The
algorithm A for the PPL group shows an excellent strong
scaling with a 13× speedup on 16 threads. For algorithm B, the
speedup for the PPL group with 16 threads is relatively small
(8×). For the N N( )O V

3 3 group, both algorithms show similar
speedups with values between 10 and 12.8 on 16 threads.
The multithreaded performance of the (T) correction for

different implementations is shown in Figure 3. The wall times

Figure 2. Multithreaded performance of the two most expensive steps in the RI-CCSD iteration in the GAMESS implementation: (a) the PPL
group and (b) the N N( )O V

3 3 groups tested with a (H2O)10 cluster and the cc-pVDZ/cc-pVDZ-RI basis sets.

Figure 3. Multithreaded performance of the (T) correction for different implementations tested with a (H2O)10 cluster using the cc-pVDZ/cc-
pVDZ-RI basis sets. (a) Wall times and (b) speedup values relative to the wall time for the single thread computation. Two different settings were
employed in the calculations using MRCC, namely, (i) using the sequential BLAS and avoiding nested OpenMP parallelism (denoted as ptth =
n,mkl = seq), and (ii) using the threaded BLAS and assigning two OpenMP threads to the outer parallel regions (denoted as ptth = 2,mkl = thr).
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for the MRCC implementation were obtained with (i)
sequential BLAS and associating all OpenMP threads (1−
16) with the outer parallel region, and with (ii) threaded BLAS
and assigning two OpenMP threads to the outer parallel
region. In Figure 3, these results are indicated as “MRCC
(ptth=n,mkl=seq)” and “MRCC (ptth=2,mkl=thr)”, respec-
tively, with “ptth” (or “ptthreads”) indicating the number of
OpenMP threads associated with the outer parallel region.
The GAMESS algorithm for the (T) correction relies on the

MPI-based parallelism for distributing the major bulk of the
computational load, viz., the parallelization of the outer loops i
≥ j ≥ k. Only the inner loops over virtual indices are
parallelized via OpenMP (see Scheme 5). Therefore, it is
unlikely that the (T) correction step of the GAMESS
implementation can be greatly expedited solely by invoking
OpenMP parallelism while using a single MPI rank. For the
MRCC implementation of the (T) correction, a part of the
outer loops i ≥ j ≥ k is parallelized via OpenMP in addition to
parallelizing the inner virtual loops. This is possible due to the
use of nested OpenMP. Hence, the wall times for the MRCC
implementation invoked with nested OpenMP are expected to
be shorter than those for the GAMESS implementation. Figure
3a reflects this trend. However, both algorithms show a similar
strong scaling for the (T) correction (see Figure 3b).
Figures 1 and 3 indicate that the MRCC implementation41 is

faster than the GAMESS implementation on a single core. The
sequential algorithms for the two programs have been designed
to be consistent with different parallelization strategies. The
MRCC implementation has been designed to achieve
maximum efficiency through nested OpenMP parallelism and
threaded BLAS, which contribute both to reducing wall times
and to improving the strong scaling. This becomes clear when
one compares the performances of the MRCC algorithm with
and without nested OpenMP and threaded BLAS. The design
goal of the GAMESS algorithm is to achieve an excellent
strong scaling of the most compute-intensive steps on a few
hundred up to a few thousand cores. While nested OpenMP
and threaded BLAS expedite the computation on a given
number of cores, achieving an optimum strong scaling on such
a wide range of cores is likely to require careful adjustments of
the thread distribution between the outer and the inner parallel

regions depending upon the number of cores employed. Since
optimizing the thread distribution is a nontrivial task, in
particular for a nonexpert user, the nested OpenMP parallelism
was not employed in the GAMESS implementation.
It is evident from the present results that both the RI-CCSD

iteration and the (T) correction steps of the GAMESS
implementation show a strong scaling that is comparable to the
MRCC implementation. The results reported in the following
sections indicate that the GAMESS implementation, which is
built upon a somewhat slower sequential algorithm than the
MRCC implementation, is successful in achieving a very good
strong scaling for the most demanding PPL and N N( )O V

3 3

groups and the (T) correction both on ∼100 and on ∼8000
cores. For enhancing the efficiency further, adapting the
current RI-CCSD(T) program to a heterogeneous architecture
based on CPUs and graphics processing units (GPUs) will be
explored in the future. This is ideal for both accelerating the
computation and achieving high scalability. Having a logically
simple code without runtime adjustable parameters is also
beneficial for this purpose.

4.2. Multinode Performance. The multinode perform-
ance of the RI-CCSD(T) program was tested with the
coronene (C24H12) molecule using the cc-pVDZ/cc-pVDZ-
RI basis sets. Unless explicitly mentioned, algorithm A was
used for the RI-CCSD iteration. The first set of results shown
in Figure 4 was obtained with cj using up to eight compute
nodes and one MPI rank per node. The number of OpenMP
threads was chosen to be 24 per MPI rank in all calculations.
The speedup values relative to the wall time for the single node
computation are shown in Figure 4. An excellent near-linear
speedup is observed for the (T) correction with a parallel
efficiency (speedup/number of nodes) of 94.3% on eight
nodes (i.e., on 192 cores). The parallel efficiency of the RI-
CCSD iteration is 67.6% on eight nodes. Figure 4(b) indicates
that the PPL and the N N( )O V

3 3 groups show excellent
speedups, while the HHL group exhibits somewhat poor
strong scaling.
While the performance of the RI-CCSD(T) program in

GAMESS is satisfactory on a small number of nodes, for large-
scale applications it is important to analyze the strong scaling
in the limit of a large number of compute nodes. This test was

Figure 4. Multinode performance of the RI-CCSD(T) program tested on cj for the coronene molecule using the cc-pVDZ/cc-pVDZ-RI basis sets.
(a) Speedups for the full RI-CCSD(T) calculation relative to the single node computation are shown along with the RI-CCSD iteration and the
(T) correction. (b) Speedups for three representative steps in RI-CCSD iteration, namely, the evaluation of the PPL, N N( )O V

3 3 (denoted as O3V3
in the plot), and the HHL groups are shown separately.
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performed on the supercomputer Theta using the same
molecule (coronene) and basis sets as in the above benchmark.
In this case, up to 128 nodes were employed with one MPI
rank per node and 64 threads per MPI rank. Sufficient memory
was allocated for all of these calculations, such that the full set
of (VV|VO) ERIs could be preassembled outside the i ≥ j ≥ k
loops (see Scheme 5) irrespective of the number of nodes
employed. This is important for treating the calculations
performed with different numbers of nodes on an equal
footing. The speedup values relative to the single node
computation and the wall times are shown in Figure 5.
Figure 5a indicates that the (T) correction shows an

excellent near-linear speedup with a parallel efficiency of 80.4%
on 128 nodes (i.e., on 8192 cores). It may be concluded from
Figures 4a and 5a that the (T) correction algorithm in the
GAMESS implementation shows an excellent strong scaling
both on a few hundred, as well as on a few thousand, cores.
Furthermore, Figure 5a shows that the strong scaling of the full
RI-CCSD(T) calculation is nearly identical with that of the
(T) correction step. Note that the strong scaling of the full RI-
CCSD(T) calculation was computed on the basis of the
average wall time for a single RI-CCSD iteration and the wall
time for the (T) correction. This is because the number of

iterations required to converge the cluster amplitudes to a
certain threshold is molecule-dependent and does not reflect
on the parallel efficiency of the code.
One finds from Figure 5a that the RI-CCSD iteration shows

a much poorer strong scaling than the (T) correction and that
there is practically no speedup beyond 32 nodes. This is
consistent with the fact, as shown by the orange curve in
Figure 5b, that the total time to converge the CCSD iterations
to the standard threshold of 10−7 (18 iterations were needed in
the present case) exceeds the wall time for the (T) correction
on 32 or a larger number of nodes. In this range, the wall time
for the full RI-CCSD(T) calculation is dominated by the RI-
CCSD part [the green curve in Figure 5b]. However, the wall
time per RI-CCSD iteration remains shorter than the (T)
correction throughout the entire range of nodes, as indicated
by the red curve in Figure 5b.
Since the system size is fixed in this benchmark, the

observed poor strong scaling might be an outcome of the lack
of enough parallelizable tasks when using a large number of
cores. It is thus interesting to study the weak scaling of the RI-
CCSD iteration. In a weak-scaling analysis, one increases both
the number of cores and the system size by the same factor,
such that the computational workload per processor remains

Figure 5.Multinode performance of the RI-CCSD(T) program tested on ALCF Theta for the coronene molecule using the cc-pVDZ/cc-pVDZ-RI
basis sets. (a) Speedups relative to the single node computation and (b) wall times for the full RI-CCSD(T) calculation are shown along with the
RI-CCSD iteration and the (T) correction.

Figure 6. Multinode performance of the RI-CCSD iteration tested on ALCF Theta for the coronene molecule using the cc-pVDZ/cc-pVDZ-RI
basis sets. (a) Speedups and (b) relative wall times for the various parallel and sequential steps.
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constant. Since the amounts of computational task associated
with various terms in the RI-CCSD equations are widely
different, increasing the system size would lead to different
increments in the computational workload for different terms.
This makes designing a weak scaling test complicated. To have
a clear idea, it is useful to analyze the strong scaling of the three
representative term groups, namely, PPL, N N( )O V

3 3 , and HHL.
Figure 6a indicates that the most steep-scaling and rate-

limiting PPL and also the N N( )O V
3 3 groups show much better

speedups compared to the overall RI-CCSD iteration, whereas
the HHL group practically does not show any speedup. Figure
6b further indicates that the much better strong scaling of the
PPL and N N( )O V

3 3 groups make them less time-consuming
when using a large number of cores and the poorly scaling
terms such as the HHL group as well as the sequential DIIS
extrapolation become dominant on the relative time scale.
The trend observed in Figure 6a can be explained by

comparing the number of iterations in the MPI/OpenMP
parallel do loops in the algorithms for the three representative
groups, namely, NO for the HHL group as compared to much
larger NV (NV + 1)/2 for the PPL group and NONV for the

N N( )O V
3 3 group (when using algorithm A of Scheme 3). Table

1 shows the number of loop iterations for the system under
consideration along with the number of active cores (MPI
ranks and OpenMP threads). It is evident that all cores remain
active in the computation of the PPL and the N N( )O V

3 3

groups. For the HHL group, on the other hand, the number of
active threads decreases from 54 to 1 as the number of active
MPI ranks increases from 1 to 54, since the total number of
active cores cannot exceed the number of parallelized loop
iterations, NO = 54. Thus, a large number of cores remain idle
during the computation of the HHL group, and this explains
its poor strong scaling. Note that a similar situation would arise
also for the N N( )O V

3 3 group if algorithm B of Scheme 4 is
employed, since NV = 318 is much smaller than NONV.
However, for small-scale applications such as the present one,
the more efficient algorithm A would always be viable because
of its low memory demand and its use is recommended.
The present results indicate that even for a small molecule

and basis set as considered in this strong scaling analysis, the
amounts of computational workload for the PPL and the

N N( )O V
3 3 groups are large enough to engage up to ∼8000

cores. The poor strong scaling of the RI-CCSD iteration is thus

caused by the low-cost terms, for example, the HHL group.
Therefore, it is reasonable to design a weak scaling test that
would ensure that all compute cores are active during the
computation of the HHL group. This is possible if a set of
molecules with an increasing number of atoms is chosen for
the benchmark, while using the same basis set for each
molecule. This would lead to an increment in NO (also in NV)
and the number of cores must be increased proportionately.
The weak scaling benchmark test considered in this work

consisted of water clusters, (H2O)n with n = 6−30, all of which
were described by the cc-pVDZ/cc-pVDZ-RI basis sets. Table
2 shows the values of NO and the number of cores used for

different water clusters. Figure 7a shows the plot of the scaled
speedup SP = P + (1 − P)α according to Gustafson’s law,87

where α is the serial fraction, as a function of the number of
cores P. The only sequential step in the RI-CCSD iteration is
the DIIS extrapolation. The serial fraction α was computed as
the ratio of the wall time for the DIIS extrapolation to the wall
time for the full RI-CCSD iteration. A 90× speedup is
observed for (H2O)30 on 120 cores, which is much better than
the strong scaling observed in Figure 5. Note, however, that
the weak scaling is not linear. This is not surprising, as the DIIS
extrapolation involves disk I/O operations. As shown in Figure
7b, the data size involved in these operations increases with the
system size, and the serial fraction α increases proportionately.
The strong scaling of the algorithms A and B for the PPL

group were compared in the limit of a large number of
compute cores using the coronene molecule and the cc-pVDZ/
cc-pVDZ-RI basis sets as described before. The results are
shown in Figure 8. It is evident from Figure 8a that the wall

Table 1. Number of Active Cores Involved in the Computation of the PPL, N N( )O V
3 3 , and the HHL Groups versus the Actual

Numbers of Compute Cores Employeda

PPL group N N( )O V
3 3 group HHL group

number of loop iterations NV (NV + 1)/2 = 50721 NONV = 17172 NO = 54

number of MPI
ranks employed

number of threads
employed

number of active
MPI ranks

number of
active threads

number of active
MPI ranks

number of
active threads

number of active
MPI ranks

number of
active threads

1 64 1 64 1 64 1 54
2 64 2 64 2 64 2 27
4 64 4 64 4 64 4 14/13
8 64 8 64 8 64 8 7/6
16 64 16 64 16 64 16 4/3
32 64 32 64 32 64 32 2/1
64 64 64 64 64 64 54 1
128 64 128 64 128 64 54 1

aThe estimates are given for the coronene molecule using the cc-pVDZ/cc-pVDZ-RI basis sets, for which NO = 54 and NV = 318.

Table 2. Weak Scaling Benchmark for the RI-CCSD
Iteration Using (H2O)n Clusters Described by cc-pVDZ/cc-
pVDZ-RI Basis Setsa

(H2O)n NO number of cores

(H2O)6 24 24
(H2O)12 48 48
(H2O)18 72 72
(H2O)24 96 96
(H2O)30 120 120

aThe lengths of the MPI/OpenMP parallelized do loops in the
algorithm for the HHL group (NO) are shown along with the number
of compute cores employed.
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times for the two algorithms become comparable when using
128 nodes, and algorithm B indeed becomes faster if the
number of nodes is further increased to 256 or 512.
Furthermore, Figure 8b indicates that algorithm B shows a
better speedup than algorithm A in the limit of 256 or 512
nodes even though its strong scaling is slightly inferior when a
small number of nodes are used. Hence, there is a crossover
point that occurs for the present calculation at 16 nodes. These
results imply that the intrinsic inefficiency of algorithm B due
to reduced vectorization of the tensor contraction (eq 41) may
be well compensated for by employing a large number of cores.
The rationale for this observation is obtained from a close look
at the steps involved in the construction of the PPL group.
Both algorithms A and B include memory bandwidth-bound

symmetrization and antisymmetrization operations (eqs 39, 40,
42, and 43) that cannot be vectorized, although they have been
parallelized via OpenMP. In the case of algorithm A, these less
efficient operations become dominant over the more efficient
vectorized tensor contraction when a large number of cores are
employed, and this leads to a poor speedup in this limit. The
less vectorized tensor contraction used in algorithm B (via
DGEMV), on the other hand, is more comparable in efficiency
with the memory bandwidth-bound operations. This uniform
efficiency of all steps involved in algorithm B results in a better
combined parallel efficiency, which becomes apparent
particularly in the limit of a large number of cores.

4.3. Memory Requirements for the RI-CCSD Algo-
rithms A and B. The relative memory requirements and the

Figure 7.Weak scaling of the RI-CCSD iteration tested with water clusters, (H2O)n with n = 6−30, using the cc-pVDZ/cc-pVDZ-RI basis sets. (a)
Plot of the scaled speedup as a function of the number of cores. The quantity α indicates the serial fraction in % (see text). (b) Data size involved in
the disk I/O operations in the DIIS extrapolation for different water clusters.

Figure 8. Relative performances of the algorithms A and B for the PPL group tested on ALCF Theta for the coronene molecule using the cc-
pVDZ/cc-pVDZ-RI basis sets. (a) Wall times and (b) speedups relative to the single-node computation.

Table 3. Memory Requirements and Wall Times for the RI-CCSD Algorithms A and B for the Retinol Molecule Using the
def2-TZVPP/def2-TZVPP-RI Basis Setsa

memory requirement per MPI rank wall time per RI-CCSD iteration

algorithm A algorithm B algorithm A algorithm B

number of basis functions 1071
NO 58 288 GB 91 GB 46 m 3 h
NV 992
Naux 2496

aAll calculations employed nine compute nodes, one MPI rank per node, and 18 OpenMP threads per MPI rank.
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wall times for the RI-CCSD algorithms A and B were assessed
using the retinol molecule and the def2-TZVPP/def2-TZVPP-
RI basis sets as a test case. Table 3 gives an estimate of the size
of the calculation. Algorithm A requires 1814 GB of total
memory for storing one of the ± and one of the σ± matrices
defined in eqs 39 and 41. It is then necessary to adjust the
number of MPI ranks in such a way that the size of the blocks
of these matrices to be stored on each MPI rank fits into the
RAM capacity of a node. The use of one MPI rank per
compute node is recommended for large-scale applications,
such that the entire node memory is available for storing large
matrices and in addition, all logical cores on a node can be
assigned to OpenMP threads. The reported calculations were
performed on the “wide” nodes of Nova that have a RAM
capacity of 384 GB, and nine compute nodes were employed.
This led to 288 GB of memory requirement per MPI rank. For
these calculations, 18 OpenMP threads per node were
employed. On a total of 162 cores, each RI-CCSD iteration
took an average wall time of 46 min with algorithm A.
Assigning a larger number of MPI ranks would further reduce
both the memory requirement and the wall time for the RI-
CCSD iteration.
With an identical number of cores, algorithm B required 3 h

of wall time per RI-CCSD iteration. The redeeming feature of
this algorithm is evident from Table 3. Algorithm B requires
only 91 GB of memory per MPI rank for the present
calculation. As already stated, algorithm B does not assemble
or store any four-index ERI matrix in a distributed manner.
Therefore, the memory required for this algorithm does not
need to be scaled down by assigning a certain number of nodes
unlike in the case of algorithm A. In principle, therefore, this
calculation can even be performed on a single multiprocessor
node using algorithm B. Assigning more than one node would
add to the efficiency of this algorithm, which is beneficial also
for the (T) correction. Thus, algorithm B makes fairly large
calculations, for example, those involving ∼1000 atomic basis
functions, feasible on a standard computer cluster consisting of
only 10−20 compute nodes and a moderate amount of node
memory, e.g., up to 125 GB. Such computer clusters are widely
available and used. Note that the major source of the difference
in the wall times for the two algorithms is the time required to
evaluate the PPL group, viz., 28 min with algorithm A and 2.3
h with algorithm B. The evaluation of the N N( )O V

3 3 group
took between 7 and 12 min using both algorithms.
On the basis of the results reported in sections 4.2 and 4.3, it

is relevant to point out a potential advantage of algorithm B.
The memory demand of an algorithm is a concern when
adapting a CPU-only program to the hybrid CPU/GPU
architecture, since the memory availability for the GPUs is
usually much smaller than for CPUs, for example, only 16−32
GB for the NVIDIA Tesla V100 GPUs. The low memory
demand of algorithm B makes it more amenable for GPU
adaptation than algorithm A. Of course, further modifications
are needed for a proper distribution of the associated big data.
Moreover, as Figure 8 demonstrates, algorithm B scales better
than algorithm A in the limit of a large number of cores.
Typically, a few thousand cores are needed to achieve this
improved scaling. While such a large number of cores is usually
not available unless one uses a supercomputer, adapting the
RI-CCSD(T) program to a hybrid CPU/GPU architecture can
effectively overcome this barrier. Thus, from the scaling
perspective as well, algorithm B may be anticipated to be more

suitable for taking advantage of the many-folded acceleration
provided by the GPUs. For the CPU-only implementation
reported in the present work, the use of algorithm A is
recommended when sufficient computational resources are
available. The applications reported in section 5 employed
algorithm A unless otherwise mentioned.

5. APPLICATIONS
5.1. Accuracy Benchmarks. The accuracy of the new RI-

CCSD(T) program was tested by computing errors relative to
CCSD(T) energies obtained with standard four-center ERIs.
For the latter, the available parallel CCSD(T) program8 in
GAMESS was employed. These accuracy benchmarks serve
two purposes, namely, they test the correctness of the new
implementation and also provide an assessment of the error
committed by employing the RI approximation. Two sets of
calculations were performed to benchmark the accuracy: (a)
using the CYCONF test set88 for the relative energies of 11
lowest-energy conformers of cysteine and (b) the ISOL22 test
set89 for the isomerization energies of 22 large organic
molecules (containing up to 51 atoms). The aug-cc-pVTZ/
aug-cc-pVQZ-RI basis sets were used for the CYCONF test
set, while the smaller cc-pVDZ/cc-pVTZ-RI basis sets were
employed in calculations involving the ISOL22 test set. Table
4 reports the mean absolute errors (MAEs) and standard

deviations of the RI-CCSD(T) energies relative to standard
CCSD(T) energies, which are on the order of 10−2−10−3 kcal/
mol for both test sets. It has been verified that the errors
diminish upon a systematic enlargement of the size of the
auxiliary basis set.
The accuracy of the new RI-CCSD(T) implementation was

further tested by computing the π−π interaction energy of two
uracil molecules, a test system from the S66 data set of Hobza
and co-workers.90,91 The availability of accurate benchmark
results for the S66 data set obtained with high-level methods
such as CC theory48,90−92 is important for assessing the
performance of other computational methods. The uracil
dimer is particularly a challenging system, as CC calculations
using large quadruple-ζ basis sets are usually intractable. Such
large basis results are required for estimating the complete
basis set (CBS) limit of the interaction energy. Although
explicitly correlated CC calculations38,48,92 can achieve the
CBS limit with triple-ζ quality basis sets, only the CCSD
method can benefit from the explicitly correlated treatment. It
has been shown that the triples correction should preferably be
obtained from conventional CCSD(T) calculations.93 Compo-
site approaches90−92 are commonly employed to alleviate the
problem due to high computational expenses of CC
calculations, where progressively smaller basis sets are used
for MP2, CCSD, and CCSD(T) levels of theory.
For the π-stacked uracil dimer, the CBS estimate of the

interaction energy is known to be quite sensitive to the choice
of the basis set used for CC calculations. For instance, the

Table 4. Mean Absolute Errors and Standard Deviations (in
kcal/mol) of the RI-CCSD(T) Energies Relative to
CCSD(T) Energies Obtained with Standard Four-Center
ERIs

test set MAE standard deviation

CYCONF 0.005 0.007
ISOL22 0.016 0.024
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value of −9.83 kcal/mol was obtained with the aug-cc-pVDZ
basis used for the CCSD(T) calculation,90 and the value of
−9.75 kcal/mol was obtained with a two-point extrapolation94

based on the CCSD(T) results computed with the heavy-
augmented (haug) cc-pVXZ (X = D,T) basis sets.91 The
present work reports benchmark results for the interaction
energy of the π-stacked uracil dimer obtained at the RI-CCSD
and RI-CCSD(T) levels using the aug-cc-pVXZ/aug-cc-pV(X
+1)Z-RI (X = T, Q) basis sets for all atoms. In view of the
small errors introduced by the RI approximation as seen from
Table 4, the current results can be considered reliable
estimates for those obtained in conventional CCSD(T)
calculations.
Table 5 reports the CBS estimate for the CCSD correlation

contribution to the interaction energy. It is interesting to

report this result separately, since several different values have
been suggested in the literature. A value of −8.50 kcal/mol was
estimated from the reported results of Hobza and co-
workers.91 In 2014, Schmitz et al. reported the value of
−7.99 kcal/mol48 based on the local explicitly correlated PNO-
CCSD[F12] method, which differs by 0.5 kcal/mol from the
previously reported result. Later, Peng et al. reported a value of
−8.30 kcal/mol38 based on explicitly correlated CCSD
calculations using aug-cc-pVQZ and cc-pVQZ-F12 basis sets.
Clearly, none of these results agree within 0.1 kcal/mol. It is,
thus, useful to obtain a CBS estimate for the CCSD correlation
contribution to the interaction energy using the conventional
CCSD method. The present work fulfills this need. The
counterpoise-corrected RI-CCSD/CBS estimate reported in
Table 5 was obtained via a two-point extrapolation94 from the
results obtained with aug-cc-pVXZ (X = T, Q) basis sets. The
latter two results were obtained directly from the dimer and
monomer energies computed at the RI-CCSD/aug-cc-pVXZ
level without using a composite approach. The reported RI-
CCSD/CBS estimate of −8.01 kcal/mol agrees to within 0.02
kcal/mol with the value reported by Schmitz et al.,48 while the
other two values differ by lager amounts.
To obtain the CBS estimate for the total interaction energy,

a composite approach similar to that of Hobza and co-
workers90,91 was employed. This approach can be described by
the following equation

Δ ‐ = Δ ‐ ‐

+ Δ ‐

+ Δ ‐

E E

E

E

(RI CC/CBS) (HF/aug cc pVQZ)

(RI MP2/CBS)

(RI CC/CBS)

corr

corr (47)

The notable difference of the present composite approach with
that of Hobza and co-workers is that the former employs

identical basis sets for the RI-MP2 and RI-CCSD(T)
calculations. The RI-MP2/CBS and RI-CC/CBS [where RI-
CC is either RI-CCSD or RI-CCSD(T)] estimates were
obtained via two-point extrapolation94 of the correlation
contributions calculated with the aug-cc-pVXZ (X = T,Q)
basis sets. The HF(aug-cc-pVQZ) contribution was computed
to be 0.378 kcal/mol. The total interaction energies are
reported in Table 6. The counterpoise-corrected RI-

CCSD(T)/CBS estimate for the interaction energy is −9.64
kcal/mol, which differs from the two reference values reported
by Hobza and co-workers, namely, −9.8390 and −9.7591 kcal/
mol by 0.2 and 0.1 kcal/mol, respectively. However, the
current RI-CCSD(T)/CBS estimate agrees very well with the
value of −9.67 kcal/mol reported by Martin and co-workers,92

which was obtained with a composite approach based on
explicitly correlated CCSD and conventional (T) calculations.
The current RI-CCSD/CBS value of −7.64 kcal/mol for the
total interaction energy agrees to within 0.07 kcal/mol with the
value reported by Schmitz et al.48

Coupled-cluster calculations on the uracil dimer using a
quadruple-ζ basis set are challenging. Even with a triple-ζ basis,
the CCSD(T) calculation can take up to 2 weeks.92 Peng et
al.38 recently reported the first explicitly correlated CCSD
results on this system using the aug-cc-pVQZ and cc-pVQZ-
F12 basis sets. To the best of our knowledge, the present work
reports the first benchmark CCSD(T) result on this system
using the aug-cc-pVQZ basis set. This is also the largest
computation considered in the present work, which involved
1624 AO basis functions and 3519 auxiliary basis functions.
The dimer calculation had NO = 42 and NV = 1566, while the
monomer calculation using the dimer basis had an even larger
number of virtual orbitals, namely, NV = 1595 (NO = 21). For
these calculations, it was necessary to employ the memory-
economic algorithm B for the RI-CCSD iterations. The dimer
calculation required 8 days on 288 cores (16 compute nodes,
one MPI rank per node, and 18 OpenMP threads per MPI
rank). The (T) correction took only ∼3.3 days and a larger
fraction of the time was consumed by the RI-CCSD step. This
is a special case for which the PPL group is much more
compute-intensive than the (T) correction, since the length of
the MPI/OpenMP parallel loop for the PPL group is about 93
times larger than the i ≥ j ≥ k loops for the (T) correction.
Considering the fact that no local orbital approximation was
employed in the RI-CC calculations, 8 days of runtime is
reasonable. The monomer calculation using the dimer basis
required only 1.5 days on 288 cores.

5.2. Model Application. The formation of C−C bonds by
functionalizing the otherwise inactive C−H bonds using

Table 5. CCSD Correlation Contribution to the Interaction
Energy (in kcal/mol) of the π-Stacked Uracil Dimer

aug-cc-pVTZ aug-cc-pVQZ CBS/best estimate source

−7.693a −7.878a −8.014b this work
−8.495 ref 91
−8.30 ± 0.02 ref 38
−7.985 ref 48

aObtained by directly computing the difference between the RI-
CCSD correlation contributions to the dimer and the monomer
energies for a given basis. All of the current RI-CCSD results include
counterpoise correction. bThe CBS estimate was obtained with two-
point extrapolation94 using the aug-cc-pVXZ (X = T,Q) values.

Table 6. Total Interaction Energy (in kcal/mol) of the π-
Stacked Uracil Dimer

high-level method CBS/best estimate source

CCSD −7.64a this work
CCSD −7.92 ± 0.02 ref 38
CCSD −7.57 ref 48
CCSD(T) −9.64a this work
CCSD(T) −9.83 ref 90
CCSD(T) −9.75 ref 91
CCSD(T) −9.67 ref 92

aObtained using the composite method described in eq 47. All of the
current RI-CC results include counterpoise corrections.

Journal of Chemical Theory and Computation pubs.acs.org/JCTC Article

https://doi.org/10.1021/acs.jctc.1c00389
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

R

pubs.acs.org/JCTC?ref=pdf
https://doi.org/10.1021/acs.jctc.1c00389?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


transition metal catalysts95,96 is an important and widely used
synthetic route in organic chemistry. Accurate theoretical
calculations are important for elucidating the mechanisms of
the catalytic processes and characterizing various intermedi-
ates. Since the relative stabilities of various intermediates may
strongly vary depending on the choice of substrates, it is often
important to include reactants, catalysts, etc., used in the actual
synthetic cycle into the computational models (see, e.g., ref
97), thereby making them computationally expensive. Semi-
empirical and DFT methods have been the popular choices for
such computational studies, while computational models based

on coupled-cluster theory have been almost nonexistent until
recently.98

To assess the applicability of the reported RI-CCSD(T)
implementation in modeling organometallic reactions, single-
point energy calculations were performed on selected points
on the reaction profile for the C−H bond activation in 3-
phenylpyrazole (1) with acetylene catalyzed by CpRh(OAc)2
(see Figure 9). Algarra et al. reported a computational study97

on this reaction by employing the BP86 functional99 for
optimizing geometries of all species and also for computing
single-point energies. Table 7 reports the gas-phase single-
point energies obtained at the RI-CCSD(T)/def2-TZVPP/

Figure 9. Representative steps on the reaction profile for the Rhodium-catalyzed C−H bond activation of 3-phenylpyrazole (1) with acetylene to
form pyrazolo[5,1-a]isoquinoline (2).

Table 7. Gas-Phase Single-Point Energies on the Reaction Profile for the Rhodium-Catalyzed C−H Bond Activation in 3-
Phenylpyrazole (1) with Acetylene Computed at the RI-CCSD(T)/def2-TZVPP/def2-TZVPP-RI Level at Geometries
Optimized Using the BP86 Functional (from ref 97)

species
number of
atoms

number of AO basis
functions NO NV Naux

ΔERI‑CCSD(T)
(kcal/mol)

ΔEBP86a
(kcal/mol) wall time

number of
cores

A 44 1066 71 971 2524 0.0 0.0 4.5 days 144
INT(A-B) 44 1066 71 971 2524 −3.9 2.0 5 days 144
B 36 886 59 807 2100 13.7 19.6 38 h 144
TS(B-C)1 36 886 59 807 2100 28.0 33.1 52 h 144
INT(B−C) 36 886 59 807 2100 30.9 30.1 34 h 144
TS(B-C)2 36 886 59 807 2100 31.6 30.1 36 h 144
C1 36 886 59 807 2100 14.5 20.7 36 h 144
TS(C1-C2) 36 886 59 807 2100 13.9 21.8 35 h 144
C2 36 886 59 807 2100 3.6 9.6 38 h 144
D 32 796 52 726 1888 11.6 14.6 26 h 108
E 32 796 52 726 1888 −0.6 −6.0 25 h 108
F 32 796 52 726 1888 −30.6 −26.3 25 h 108
aBP86 energies are from ref 97.
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def2-TZVPP-RI level of theory computed at the BP86
optimized geometries reported in ref 97 along with the wall
times required for full RI-CCSD(T) calculations. The
Stuttgart/Dresden effective core potential SD(28, MWB)100

was used for Rh. The primary focus of this study is to test the
viability of the RI-CCSD(T) calculation in combination with a
fairly large polarized triple-ζ valence basis set to model this
reaction profile.
As outlined in ref 97, the reaction proceeds through the

hydrogen-bonded adduct A. The first step is N−H activation,
which involves Rh−N bond formation leading to INT(A-B)
and the subsequent N−H bond cleavage induced by a leaving
acetate group from the CpRh(OAc)2 catalyst. N−H activation
leads to the intermediate B, which serves as the primary
substrate for C−H activation. C−H activation occurs through
the intermediate INT(B−C), which is formed via an agostic
interaction101 between Rh and the ortho-C−H bond of the
phenyl group in 3-phenylpyrazole (1). The product C1 of the
C−H activation step rearranges to the more stable form C2.
The subsequent ligand substitution (AcOH/C2H2) then forms
D, which undergoes migratory insertion leading to E. The
intermediate E then undergoes C−N reductive coupling and
leads to F, in which the final product, pyrazolo[5,1-
a]isoquinoline (2), is bound to the Rh center as a tetrahapto
ligand.
Table 7 indicates that despite the fairly large size of the

systems, these calculations can be accomplished within a
reasonable amount of time. The H-bonded adduct A and the
intermediate INT(A-B) have the largest size, namely, 44
atoms, and the calculations involve more than 1000 basis
functions. The RI-CCSD(T) calculations on these two systems
took ∼5 days, while for the other relatively smaller systems the
calculations took 1−2 days. Note that only a moderate number
of compute cores (less than 150) were employed in all
calculations. Table 7 shows that certain calculations involving
identical system size required different amounts of wall time.
This is caused by varying numbers of CCSD iterations
required for convergence. These results demonstrate that
applications involving reasonably large organometallic systems
can be performed with the reported GAMESS implementation
of RI-CCSD(T) and that the calculations can be done within a
reasonable amount of time even on small to moderate-sized
computer clusters. It is also apparent that the DFT/BP86
relative energies are in remarkably good agreement with the
much more reliable RI-CCSD(T) values except for a few
species.

6. CONCLUSIONS AND OUTLOOK
A massively parallel CCSD(T) algorithm has been described
and implemented within the GAMESS program suite using the
resolution-of-the-identity (RI) approximation for the ERIs.
The implementation uses the MPI-based distributed memory
model for internode parallelism and the OpenMP-based shared
memory model for intranode parallelism on multiprocessors
nodes. The primary features of the reported RI-CCSD(T)
algorithm include (a) the use of an integral-direct strategy to
reduce memory bottlenecks, (b) the use of a set of amplitude-
dressed three-center intermediates to cast the RI-CCSD
amplitude equations in a compact quasi-linear form, (c) the
use of permutational symmetry of the doubles amplitude and
residual matrices to reduce storage costs and disk I/O, and (d)
the use of permutational symmetries of the ERIs and the
doubles amplitudes to eliminate all memory bandwidth-bound

index permutations of triples amplitudes in the (T) correction
step. The distribution of the computational workload for
various terms in the RI-CCSD amplitude equations and the
(T) correction has been optimized in such a way as to
minimize network communications between MPI ranks.
Two different algorithms have been developed for the

computationally most expensive PPL and the N N( )O V
3 3

groups. The more memory-expensive algorithm A assembles
four-center ERIs requiring NV

4 and NO
2NV

2 -scaling memory
costs in blocks on a number of MPI ranks. The use of this
algorithm in large-scale applications requires employing an
appropriate number of MPI ranks or compute nodes to scale
down the associated quartic-scaling memory demand. The
alternative algorithm B follows the strategy of storing at most
cubic memory-scaling ERIs or intermediates and is, therefore,
highly memory-economic. The memory-economic feature of
this algorithm is achieved at the expense of reduced
vectorization of the tensor contraction involved in the
construction of the PPL group. It has been demonstrated
that algorithm B is capable of making large-scale computations
involving up to ∼1000 atomic basis functions feasible on
standard computer clusters within a reasonable amount of
time. Hence, algorithm B is expected to be more suitable for
use by the general computational chemistry community.
The reported RI-CCSD(T) algorithm shows an excellent

near-linear speedup, in particular for the (T) correction, in the
range of both a few hundred cores and a few thousand cores.
Although the overall RI-CCSD iteration does not scale as well
as the (T) correction, the rate-limiting PPL group and the

N N( )O V
3 3 group have been shown to scale reasonably well.

The algorithm B for the PPL group has been demonstrated to
show a better strong scaling than algorithm A in the limit of a
few thousand cores. The relatively poor strong scaling of the
RI-CCSD iteration arises from the fact that the low-cost terms
in the RI-CCSD equations, e.g., the HHL group, do not
effectively speed up as the number of cores is increased. This is
because several compute cores remain idle during their
computation. However, the parallel scaling of the RI-CCSD
iteration, as well as that of the HHL group, improves if the
molecular size is increased proportionately to the increase in
the number of cores, that is, the algorithm shows good weak
scaling.
Benchmark calculations have been reported to assess the

accuracy of the CC energies obtained with the RI-CCSD(T)
program vis-a-̀vis the CCSD(T) energies based on standard
four-center ERIs. Several large-scale applications have been
reported on molecules consisting of 24−51 atoms described by
500−1000 atomic basis functions. This work reports the first
calculation of the interaction energy of the π -stacked uracil
dimer from the S66 benchmark set at the CCSD(T) level using
the aug-cc-pVQZ/aug-cc-pV5Z-RI basis sets. Of particular
interest is the CCSD correlation contribution to the
interaction energy, for which varying values have been reported
in the literature.91,48,38 The CBS estimate calculated in this
work via two-point extrapolation of the results obtained with
aug-cc-pVXZ (X = T,Q) basis sets is −8.01 kcal/mol, which
agrees very well with the value of −7.99 kcal/mol reported by
Schmitz et al.48 This is the largest calculation considered in this
work, which employed 1624 atomic basis functions and took 8
days using algorithm B.
To extend the applicability of the reported RI-CCSD(T)

program in GAMESS and also to enhance its efficiency, two
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different routes will be explored in the future. The first will be
to combine the RI-CCSD(T) algorithm with the fragment
molecular orbital (FMO) or the effective FMO (EFMO)
implementations available in GAMESS to develop a multilevel
approach for extended systems, wherein the actives sites will be
treated with the high-level RI-CCSD(T) method and the larger
environments will be treated either with the FMO approach or
with the RI-MP2 approach, all within the fragmentation
ansatz.72 Second, the current CPU-only RI-CCSD(T)
algorithm will be adapted to a hybrid CPU/GPU architecture.
Work is underway to adapt the more compute-intensive steps,
namely, the (T) correction and the evaluation of the PPL
group in the RI-CCSD iteration. The initial analysis provided
in this work indicates that algorithm B would be more suitable
for GPU adaptation, both because of its low memory demand
and also because of its superior strong scaling relative to
algorithm A in the limit of a large number of cores.
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