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Background 
 LLNL has developed the SPiRaL global seismic tomography model based upon millions of 
body wave travel times and surface wave dispersion curves in the period range of 25-200 
seconds (Simmons et al., 2021).  The motivation to construct the SPiRaL model (which stands 
for S-, P-, Rayleigh, and Love waves) is based upon the guidance provided by a 3-D model 
workshop held in Berkeley in 2007 and documented in a paper by Zucca et al. (2009).  It was 
concluded in Zucca et al. (2009) that a “practical and obtainable” model is one that predicts 
body wave travel times for event location while also predicting surface wave velocities for 
moment tensor estimation. We have largely followed that guidance which has led to the 
construction of SPiRaL. Looking forward, we now seek to improve the global model through full 
waveform inversion (FWI).  This necessitates the development/customization of an efficient 
and flexible modeling workflow to automate the process using LLNL’s supercomputing 
platforms. This report briefly outlines the work that being performed at LLNL to develop the 
necessary tools and framework to update the SPiRaL global model with full waveform 
information. 
 
SPiRaL-SPECFEM Interfacing 
 The SPiRaL model is complex relative to most other global seismic tomography models.  
These complexities include: 
 

• Multiple resolution scales (node spacing ranging from 0.25 to 2 degrees),  
• Direct incorporation of multiple crustal units including water, ice, sediments and 

crystalline units 
• Undulating surfaces including discontinuities in the crust and transition zone 
• Full vertical transverse isotropy (VTI) treatment and parameters 

 
Therefore, special treatment is required to properly translate the native SPiRaL format 
(spherical tessellation based) to a finite element representation required to perform waveform 
simulations with SPECFEM3D_GLOBE (Komatitsch and Tromp, 2002a, 2002b; Komatitsch et al., 
2015). 
 The proper translation involves two primary steps including sampling the model to sets 
of grids using the LLNL-Earth3D software and model incorporation into SPECFEM3D_GLOBE 
using custom Fortran codes. The model sampling strategy involves breaking the Earth into 
latitude bands and sampling on regular latitude/longitude grids with resolution scales tailored 
to properly sample the high-resolution regions in the SPiRaL model (Figure 1). The crust is 
sampled separately from the mantle and the file formats follow the general format of the 
Crust1.0 model files provided in SPECFEM, with the exception that 5 stress-strain coefficients 
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are provided in individual files to describe the vertical transverse isotropy (C11, C13, C33, C44, 
and C66). Below the crust, the model is initially flattened (undulations removed) and broken 
into depth zones bounded by major discontinuities on each side (Figure 2).  A set number of 
samples are taken within each of the zones, spread out evenly with depth. In the example 
described in Figures 1-2, the mantle is broken into 13 latitude bands and 3 depth zones 
providing 13x3=39 subdomains. Additional information is stored to recover the undulations 
during model ingestion into SPECFEM3D_GLOBE. 
 

 
 
Figure 1. Sampling strategy using latitude bands. In this case, the Earth is broken into 13 latitude bands with high resolution 
bands in the northern hemisphere across North America and Eurasia, and low- resolution bands at the poles. Regular grids with 
LLNL-Earth3D user defined ΔLat and ΔLon spacings are constructed and output to separate files to be read into 
SPECFEM3D_GLOBE for computing finite element properties.  
 

 
Figure 2. Mantle sampling strategy using depth zones.  Not only is the mantle model broken into latitude bands, but also depth 
regions.  In the case above, the mantle is broken into 3 major “depth zones” including: the upper mantle (Depth Zone 1), 
transition zone (Depth Zone 2), and the lower mantle (Depth Zone 3).  The mantle is sampled at an evenly set of points within 
each zone between the undulating surfaces (left box).  The effective depth sampling is even after conversion to a flat model 
that is more easily ingested by SPECFEM.  The topography of the transition zone surfaces is also output, and the mantle is re-
stretched by SPECFEM subroutines. 
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 Several code additions/modifications were made to the most recent version of 
SPECFEM3D_GLOBE to construct the finite element version of the model.  Figure 3 illustrates 
the basic meshing and finite element construction process. Using the sampling strategy 
described above and in Figures 1-2, the computation of finite element properties can be 
performed efficiently with the new and modified Fortran codes since the model is initially 
flattened and sampled over regular grids. After initial interpretation of the model on “simple” 
finite element meshes, an additional step is required to effectively stretch the elements to 
reintroduce the undulations and preserve the shape and material properties across 
discontinuities. The sampled SPiRaL model (version 1.4) and code modifications will soon be 
included in new versions of SPECFEM3D_GLOBE and available in the GitHub repository 
(https://github.com/geodynamics/specfem3d_globe). The SPiRaL model and 
additional/modified codes were employed to compute waveforms for approximately 1000 
event-station pairs in a waveform prediction comparison study that is part of a paper accepted 
to Geophysical Journal International in July 2021 (Simmons et al. 2021). 
 

 
Figure 3. Meshing and interpreting the SPiRaL model using SPECFEM3D_Globe utilities and additions. The standard package 
includes Fortran codes (xmeshfem3d and subroutines) to construct meshes and populate the properties of the mesh with a 
standard set of models. Several code additions/modifications were made to the code package to properly populate and alter 
the finite elements to account for the undulations/discontinuities in the SPiRaL model. The red boxes highlight the primary 
portions of the process which required customization. After model ingestion, full waveform simulations can be performed (with 
xspecfem3d). 
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FWI Workflow Setup and Development 

Adjoint tomography is a common method for full waveform inversion (FWI). The seismic 
adjoint methods stem from the theory developed by Tarantola (1984) and further development 
by later works including Tromp et al. (2005) which lay out some of the fundamental 
mathematical framework and application methods.  The first major steps involved in adjoint 
tomography include forward wavefield simulations, reversed-time simulations of adjoint 
sources computed from some measure of misfit between data and synthetics, and 
development of sensitivity kernels from interaction of the forward and adjoint wavefields. An 
illustrated example of the development of sensitivity kernels is shown in Tape et al. (2007) and 
Figure 4.   

 

 
 
Figure 4. An illustration of the development of model sensitivity kernels using forward and adjoint simulations from Tape et al. 
(2007). The forward wavefield (“Regular Wavefield”) emanating from a source (located at the star) is shown in the left column 
for four snapshots in time. Adjoint sources are developed from the differences between data and synthetics and these sources 
are propagated from the station (located at the triangle) in reversed time (2nd column). The product of these two wavefields 
creates the interaction field (3rd column) and the integration of this field over time and space creates the sensitivity kernel (4th 
column). 
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 The calculation of sensitivity kernels similar to the one shown in Figure 4 can become 
computationally intensive which is determined by the minimum period computed and the 
number of required time steps. For many cases, including our case, the computation of the 
kernels necessitates high-performance computing (HPC). The actual inversion process involves 
several other steps including waveform data processing and ingestion, model updating through 
nonlinear optimization, and repeating the process with iterative loops (Figure 5). Collectively, 
these steps comprise the FWI workflow. 

 
Figure 5. Schematic workflow for adjoint seismic waveform tomography. The process involves waveform data 
collection/injection and several steps within an iterative loop including forward and adjoint simulations with SPECFEM3D_Globe 
executed with high-performance computing (HPC) (green boxes), adjoint source calculations based on some measure of 
waveform misfit (orange box), postprocessing and non-linear optimization using LBFGS or NLCG algorithms (blue boxes).  
 

The workflow process requires several steps and application of numerous algorithms in 
addition to performing simulations with SPECFEM3D_GLOBE.  Fortunately, there are several 
open-source code packages that have been developed primarily by the academic community. 
The most recent codes we have identified and evaluated are Python-based which are listed 
here: 
 

• ObsPy – A python toolbox for seismology 
o Several tools for data gathering, processing, visualization, etc. 
o Source: https://github.com/obspy/obspy/wiki 
o References: Beyreuther et al. (2010); Megies et al. (2011); Krischer et al. (2015) 

• Pyflex – Automated waveform window picking tool 
o Extension of the FLEXWIN algorithm (Maggi et al., 2009) 
o Selects waveform windows based on data/synthetic similarity parameters 
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Postprocessing:
- Sum kernels
- Smooth kernels

Iterative loop 

Example for waveform misfit:
�(m) =

1

2

X

r

Z
ks(xr, t;m)� d(xr, t)k2dt
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f†(x, t) =
NX

r=1

[s(xr, T � t;m)� d(xr, T � t)] �(x� xr)
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o Source: https://krischer.github.io/pyflex/ 
o Reference: Krischer and Casarotti (2015) 

• Pyadjoint – Python package to calculate adjoint sources 
o Can be used in conjunction with Pyflex to compute windowed adjoint sources for 

SPECFEM simulation 
o Source: https://krischer.github.io/pyadjoint/  

• PyASDF – Python library to read and write ASDF files 
o ASDF=Adaptable Seismic Data Format 
o Convenient and compact container format for seismic data 
o Compatible with SPECFEM I/O 
o Source: https://github.com/SeismicData/pyasdf  

• Pyatoa – Waveform assessment package 
o Misfit quantification tool for adjoint tomography 
o Source: https://github.com/bch0w/pyatoa  
o Reference: Chow et al. (2020) 

• SeisFlows – Flexible waveform inversion software 
o General framework for waveform inversion workflow 
o Interfaces with SPECFEM for waveform simulations 
o Source: https://github.com/rmodrak/seisflows 
o Reference: Modrak et al. (2018) 

 
 SeisFlows provides the basic framework for automation of the waveform inversion 
process (Modrak et al., 2018). SeisFlows interfaces with SPECFEM for waveform simulations 
(forward and adjoint) and has built-in non-linear optimization algorithms including non-linear 
conjugate gradient (NLCG) and the Limited-memory Broyden–Fletcher–Goldfarb–Shanno 
(LBFGS) methods. In addition, SeisFlows has built-in options for distributed computing including 
Slurm job execution which is highly scalable for large batch jobs on supercomputers. Since 
SeisFlows contains many of the basic elements needed to automate our full waveform inversion 
process, we chose to adopt SeisFlows as our backbone workflow framework to build upon. 
 We tested SeisFlows with very small 2D inversion problems executed on laptops, and 
larger 3D problems executed on the LLNL’s Ruby supercomputer. We identified and made 
several necessary modifications and additions based on these tests and our needs going 
forward (listed below). With these modifications and additions, we successfully executed 
multiple synthetic “checkerboard” full waveform inversion tests with the modified SeisFlows 
package (referred to as SeisFlows+LLNLmod). These tests are illustrated in Figures 6-8. 
 
Modifications and additions to SeisFlows and SPECFEM: 

• Compatibility issues with Python 3.x 
o Support for Python 2.x packages has ended, requiring shifting to Python 3.x 
o Several minor modifications were made throughout the SeisFlows package for 

compatibility with Python 3.x and packages including newer versions of ObsPy, 
etc. 

• Issues with the latest SPECFEM2D 
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o Acoustic kernels in SPECFEM2D have different names than those hardwired in 
SeisFlows 

§ Included a fix to rename kernels in seisflows/solver/base.py 
§ Made corrections to SPECFEM2D save_adjoint_kernels.f90 

o The SH model failed with a checkerboard test 
§ Made corrections to SPECFEM2D compute_kernels.f90 

• Kernel smoothing issues 
o SeisFlows SPECFEM solver plugins set for smoothing with single CPU simulations 

§ Modified to use SPECFEM xsmooth_sem utility to allow for multiple CPUs 
o Added anisotropic Gaussian smoothing capabilities/inputs to workflow  

• SeisFlows/SPECFEM3D_Globe functionality issues 
o The included specfem3d_globe.py was not compatible with workflow 

§ Heavily edited Python solver scripts in SeisFlows to work with most 
recent SPECFEM3D_Globe version 

• Deployment issues on LLNL’s Ruby supercomputer 
o Full-scale jobs require communication across compute nodes (Ruby has 1480 

nodes and 56 cores/node) and SeisFlows uses Slurm workload management 
tools to execute the large batch jobs 

§ The SeisFlows slurm_lg.py system call fails on LLNL HPC systems 
• Job status communication across compute nodes fails since the 

Munge background system daemon does not run on LLNL HPC 
compute nodes (only login nodes) 

• SeisFlows job status functionality was re-written using alternative 
job monitoring tools that do not require the Munge daemon 

• Full-scale SeisFlow Slurm batch jobs now execute successfully 
across multiple LLNL HPC systems (Ruby, Quartz, etc.) 

• SeisFlows supplies a limited set of waveform misfit definitions/adjoint source 
possibilities 

o Customization is required to consider more complex misfit/adjoint source 
calculations 

§ The Pyflex automated window picking tool was incorporated into the 
package to extract specific time series windows that meet certain 
similarity criteria between data and synthetics 

§ The Pyadjoint adjoint source calculation tool was incorporated into the 
package to compute adjoint sources using the automatically picked 
windows within the workflow 

§ Developed custom adjoint source input functionality to the workflow 
execution 

 
  



This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Security, 
LLC, Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344. 
 

8 

 
Figure 6. Synthetic 2D checkerboard test with SeisFlows+LLNLmod and SPECFEM2D.  
 

Figure 7. Synthetic 3D checkerboard test with SeisFlows+LLNLmod and SPECFEM3D_Cartesian. 
 
Summary and Next Steps 
 Several necessary steps to develop an automated full waveform inversion workflow to 
update the global SPiRaL model on LLNL supercomputers has been completed. These include: 1) 
interfacing SPiRaL with SPECFEM3D_Globe with new LLNL-Earth3D codes, 2) creation of a new 
version of SPECFEM3D_Globe including SPiRaL and future iterations (shared with AFTAC in July 
2021 and soon to be included in the official GitHub package), 3) modified versions of SPECFEM 
and the SeisFlows base workflow package to execute properly on LLNL’s HPC platforms, 4) 
expanded functionality of SeisFlows for the global tomography problem, and 5) successfully 
executed several synthetic tests with the modified/expanded version of SeisFlows 
(SeisFlows+LLNLmod) on the Ruby supercomputer. The next steps include the integration of the 
PyASDF library into SeisFlows+LLNLmod for more efficient waveform data management, initial 
SPiRaL model updating with waveforms from a small set of events, global event selection and 
waveform data collection, and full-scale inversion with a larger set of global seismic events. 
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